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Preface

One of the most obvious trends in sociology over the last 30 years is differentiation of
substantive specialties. What is true in the discipline as a whole is particularly evident in
sociological theory. Where once there were just a few theoretical perspectives, e.g., functional-
ism, symbolic interactionism, conflict theory, exchange theory, now there are many. In one
sense this differentiation is exciting and signals the emergence of new ideas, while in another
light the splintering of theory indicates that there is no consensus over how sociology should
proceed to explain the social world.

I assembled the authors in this “handbook™ (more like an “armbook™) with an eye to
capturing the diversity of theoretical activity in sociology. Even my original list of authors did
not cover all of theory and as the months went by I lost four or five authors who, for various
reasons, could not complete their chapters. The result is that the volume is not quite as broad as
I had hoped, but it still covers most theoretical approaches in sociology today.

This is a handbook, implying that it is to be used as a basic reference, but it is a special
kind of handbook: it is about the forefront of theory. I asked authors to tell the reader about
what they are doing, right now, rather than what others have done in the past. Those looking for
textbook summaries or “‘annual review” type chapters will be disappointed; those seeking to
gain insight into theory as it is unfolding today will be pleased. Thus, the goal of this volume is
to allow prominent theorists working in a variety of traditions to review their work. This is a
handbock, but it is one devoted to theorists telling us about their latest work. I did not seek
textbooklike reviews of fields, but rather forefront work in a field. Of course, in presenting
their ideas, the authors of the chapters in this volume place their arguments in an intellectual
context, but only to explain what they are doing at the forefront.

As will be evident, the authors took my charge in different directions. All asked me how
much summary of the field and how much of their own work they should present. My answer
was to do what they wanted but with an emphasis on their own work. What are they doing? In
what tradition is this work? What are the problems and issues? How are they to be resolved?
The result is a volume that provides overviews of traditions but more importantly that shows
where theoretical sociology is going.

I hope that the reader finders these chapters as engaging as I do.

JonatHAN H, TURNER
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CHAPTER 1

Sociological Theory Today

JoNATHAN H. TURNER

If we placed ourselves back in 1950, what would we see in theoretical circles? Functional
theorizing was about to become the dominant perspective; Marxist-oriented conflict theory in
America was still in the closet imposed by McCarthyism, although alive and well in Europe in
many guises but most prominently in the tradition of the Frankfurt School (Turner, 1998, pp.
545-557; Held, 1980; Schroyer, 1973); and symbolic interactionism was carrying forth the
legacy of George Herbert Mead. At the general level, this is all there was, although many more
specific theories of meso processes could be observed, theories such as urban ecology,
differential association, and anomie theory in criminology, phenomenology, theories from the
Gestalt tradition (e.g., cognitive dissonance, congruity, and balance theories) in social psy-
chology, and perhaps a half dozen other narrow theories.! A little over a decade later, func-
tionalism was being challenged by European conflict theorists who prodded a new generation
of Marxist theorists in America to take up the challenge, structuralism was emerging in Europe
and about to infect America, and exchange theory was just making its entrance. Still, there
were few general approaches, but things were about to change. The 1960s and 1970s saw a
proliferation of theoretical perspectives that continues to this day.

Today, sociology is experiencing what can only be described as hyperdifferentiation of
theories; and if Randall Collins’ (1998) “‘law of small numbers” has any merit, there are now
too many approaches competing for an attention space that in the intellectual arena can
manage at best seven approaches. From this perspective, we should see a weeding out of
theories to a smaller number, but in fact, this is not likely to occur because each of the many
theoretical perspectives has a resource base of adherents, a place in academia, and a series of
outlets for scholarly publications (Turner & Turner, 1990). As a result, theories in sociology do
not compete head on with each other as much as they coexist. One of the effects of hyper-
differentiation is that many new resource niches are created, allowing scholars and their
students to operate without having to justify their importance vis-a-vis other theories, and this

ITextbooks in theory tended to list many more theoretical perspectives, but the distinctions made by authors in the
1950s, for the most part, were labels that they imposed. Actual theorizing was confined to a few general approaches,
plus a larger number of more specific theories on specific substantive topics.

JonatHAN H. TURNER * Department of Sociology, University of California, Riverside, California 92521.

Handbook of Sociological Theory, edited by Jonathan H. Turner. Kluwer Academic /Plenum Publishers, New York,
2002.



2 JONATHAN H. TURNER

is especially so as sociological theory has abandoned the requirement that it be tested against
empirical facts.

True, the most prominent theoretical orientations do indeed compete, and here we see the
law of small numbers operating since there are probably no more than seven major approaches
dominating the spotlight.2 But backstage, there is lots of activity among less prominent
theoretical programs that often pay scant attention to the actors on the center stage. The result
is for many diverse theoretical approaches to persist. No one theoretical perspective in
sociology has any chance of becoming hegemonic, even to the extent of functionalism in the
1950s or conflict theory in the 1960s. Indeed, the diversity of approaches has led to a smug
cynicism about the prospects of theory being anything more than texts produced people who
call themselves sociologists and who, for many, should not have a privileged voice. Thus,
sociological theory will never be fully scientific (see Chapter 2, this volume, on what makes
sciences “‘scientific’’).

The chapters in this volume represent a mix of theoretical orientations and strategies, but
as is evident, these theories are very diverse, and the selection in this volume does not include
some important approaches; to name a few, structuration, network, and ecological theories.
But the pages to follow do give a sense for the range of activities pursued by sociological
theorists. In this chapter, I do not intend to summarize specific chapters; rather, I want to offer
my own impressions of what has occurred to theoretical sociology over the last five decades,
freely venting my own views and prejudices as [ try to review at least the major axes along
which theories have differentiated.

DIVERSE STANCES ON EPISTEMOLOGY
Is Sociological Theory to Be Scientific?

From sociology’s inception, the prospects for theories resembling those in the natural
sciences have been debated. August Comte (1830-1842), of course, argued for a theoretically
driven positivism in which the laws of human organization were to be very much like those in
the physics of his time. Comte found ready allies in Herbert Spencer and Emile Durkheim and
perhaps Georg Simmel, but Karl Marx and Max Weber had doubts about the scientific
prospects of sociology—doubts that persist to this day. Marx saw theory as part of a critique of
existing social conditions and as a way to mobilize opposition to these conditions. Weber did
not hold this view, but he believed that much of social reality involves the chance confluence
of events, thereby making general laws of human organization difficult; instead of theoretical
laws, objective descriptions of phenomena with analytical ideal types could be undertaken, but
these analytical descriptions would not constitute a subject matter amenable to universal laws
(see Chapter 23, this volume, on Weberian theory today). Thus, by the turn into the 20th
century, three positions could be discerned: (1) those who saw sociology as a natural science
that would discover the laws of human organization; (2) those who emphasized theory as
critique and as a call for action; and (3) those who saw sociological ‘“‘explanation” as
revolving around interpreting empirical events in terms of analytical schemes consisting of
categories describing classes of empirical phenomena.

These positions still exist today, but like all else in sociology, they have many variants. A
minority of theorists are positivists in this sense: they see their goal as developing general

2At center stage, there are from four to seven major perspectives, conforming to Collins’ law of small numbers. But,
in the wings are many more theoretical orientations that persist because they have a resource base.
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scientific principles and models of generic social processes (see Chapters 3 and 4). Many are
critical theorists of many stripes: Marxists who continue to use theory as both an analysis and
critique of the existing system of oppression (see Chapter 22, for an example); descendants of
the Frankfurt School who carry the emancipatory spirit of Marx and the pessimism of Weber,
and who as a result see the role of the theorist as constructing analytical schemes exposing
patterns of domination (e.g., Habermas 1962, 1970, 1984; see Chapter 5, this volume); world
systems theorists who take Marxian analysis global and conduct both analysis and critique of
capitalism on the world stage (e.g., Wallerstein, 1974; Chapter 27, this volume); and post-
modernists who carry on a double critique of science as a failed epistemology and of capital-
ism as a system whose technologies and markets destroy local cultures, compress time and
space, commodify virtually everything, and fracture the individual (e.g., Lyotard, 1984;
Chapters 6 and 8, this volume). Probably the largest group of theorists, many of whom have
doubts about science, construct analytical schemes of categories for “interpreting” current
events; and although their respective styles of scheme-building vary, they all see theory as an
interpretative enterprise using a conceptual system of categories denoting important phenom-
ena (e.g., Giddens, 1984; Bourdieu, 1984).

Over the whole of the last decade of the 20th century, increasing cynicism about the
prospects of scientific theory was evident. Looking back 50 years ago, especially in America,
there was real optimism that sociology would sit at the table of science, but today a much
smaller proportion of sociological theorists hold such a position. Many of those who see
themselves as social theorists do not consider the goal of sociological theory to be the
articulation of general laws of human organization. These theorists may differ radically on
what they propose as an alternative, but they are all critical of the epistemology of science.

My views on the epistemiological wars in theory circles are well known. I will simply
repeat what I have said before: If sociological theory is not scientific, then what is it? My an-
swer is that it becomes various mixes of journalism, ideological preaching, critique of perceived
wrongs, and vague philosophizing. Such alternatives to the epistemology science do not, I
believe, take sociology in a very healthy direction. They assure that we will be a watered-down
humanities and that we will be irrelevant to policymakers and even our fellow academics.

Is Sociological Theory to Be Micro or Macro?

Outside of the epistemological arena, the most debated issue in sociological theory is the
linkages among micro-level and macro-level phenomena. How are theories of action, behav-
ior, and interpersonal processes, on the one side, to be reconciled with theories of population-
level and societal-level forces, on the other? All sciences reveal a micro—macro divide, and
even the most advanced sciences have not reconciled the two levels theoretically. In sociology,
however, the issue appears to have persisted and pestered theorists for several decades (e.g.,
Alexander et al., 1987; Huber, 1991; Emirbayer & Mische, 1999; Ritzer & Gindoff, 1994), and
we can ask why this should be so, especially in a discipline where much theory does not aspire
to be scientific.

One reason for the persistence of the issue is that it is conflated with other questions that
pull theorists back into epistemological issues. In Europe but also in America, micro—macro
issues are often conflated with agency—structure questions (e.g., Archer, 1982, 1988; Giddens,
1984; Smart, 2001). If one gives primacy to action, then structure and culture are at best
constraints on such action; but more fundamentally, action is not determinative and predict-
able, which in turn makes the scientific pretensions of sociology just that—pretensions. If,
on the other hand, action is constrained by culture and structure, it is more predictable, and
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hence amenable to study in scientific terms. 1 have simplified the antagonists here, but the
important point is that agency—structure questions take us right back to epistemological doubts
about sociology as a scientific enterprise. And most approaches that try to reconcile the two
(e.g., Giddens, 1976) are decidedly antiscience, seeing agency as only loosely constrained by
structure and as indeterminate in the production and reproduction of structure. All of these
approaches are incredibly vague and metaphorical about the relations between agency and
structure, and this vagueness merely labels the issue but with an antiscience bias.

Another reason the micro—macro, or agency—structure, debate continues is because of
what I call “micro-chauvinism,” whereby a good many theorists argue for the primacy of the
micro (e.g., Berger & Luckman, 1967; Coleman, 1990; Collins, 1981a,b). Micro-chauvinists
vary in whether or not they are willing to acknowledge the reality of the macro as more than a
reification of the analyst, but they all argue that reality is to be explained by reference to the
micro-social processes. Modern-day symbolic interactionists were the first to make this
extreme assertion (e.g., Blumer, 1969); others such as ethnomethodologists, at least in the early
years (e.g., Garfinkel, 1967), also made this assertion, as did the extreme behaviorists (e.g.,
Homans, 1961). But over the last three decades, a growing number of theorists in other tra-
ditions has made the argument that the macro, if it exists, is to be explained by the micro.
Rational choice theory is one prominent example of this emphasis (e.g., Hechter, 1987,
Coleman, 1990; Chapter 29, this volume); interaction ritual theory is another (e.g., Collins,
1975; Chapter 24, this volume). When reality is reducible to theories of micro-processes, a
good part of social reality is in essence not considered the proper subject matter of theory.
Naturally, to defend their turf, those working at the meso- and macro-levels spin out counter-
arguments, thus proliferating theories in sociology, which if they do not criticize each other,
will ignore the pronouncements of micro-chauvinists.

There are also more macro-chauvinists (e.g., Blau, 1994, 1977a,b; Mayhew, 1981a,b; see
also Chapter 17, this volume), but this chauvinism is generally more tempered, simply arguing
that there are emergent realities that need to be explained in their own terms (Turner, 2000,
2002). While these emergent realities do indeed constrain action and interaction at the micro-
level, they do not determine in any precise manner micro processes.

There has been a number of strategies to reconcile the micro-macro divide that are less
chauvinistic (Turner, 1983, 2002; see also Chapter 18, this volume). Perhaps the most popular
is implied by Max Weber’s (1921/1968) analysis of building conceptual staircases from
“action” to “social relationships” to “‘associations” to “legitimated orders.” Talcott Parsons
(1951) followed a similar strategy in his analysis of “modes of orientation and motivation”
leading to actions that form relationships in “social systems”” composed of “status-roles” and
typified by the ““pattern variables.” The general argument of these approaches is that as one
adds more actors and relationships, additional concepts are introduced to account for the
emergent properties of each new level of reality, but the problem with most such approaches is
that they become much like Weber’s sociology, a series of analytical categories that describe
but do not explain the dynamics of each level of reality.

Another approach comes from Simmel (1895) and his advocacy for a formal sociology.
Here, emphasis is on the forms of the relationships rather than the properties of the actors in the
relationship, with the theories thereby explaining the dynamics of relationships among both
individuals and collective actors. Network theory and more significantly exchange network
theory (e.g., Emerson, 1962; Molm & Cook, 1995) take this approach; while considerable
insight has come from these theories (see Chapter 31, this volume), it is probably true that the
nature of the actor sometimes does make a difference in the dynamics of their relationships.
Isomorphism does exist no doubt across levels of reality, but this fact cannot explain away the
emergent and unique properties of each level.

Yet another strategy for dealing with the micro—macro gap is what might be termed
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deductive reductionism in which axioms or higher-order propositions about behavior or other
micro-processes stand at the top of a deductive system of propositions, with the laws of social
structure and culture derived from, and hence explained by, these axioms (e.g., Homans, 1961;
Emerson, 1972; Blau, 1994; see also Chapter 3, this volume). Such an approach acknowledges
the reality of the meso and macro and the laws of sociology that explain their operation, but it
emphasizes that these laws are deducible from the laws of micro-processes. In this way, the
gap in explanations at different levels of reality is closed by the deductive structure of the
theory.

The recent rise in cultural theory in some respects is an effort to deal with the micro—
macro problem, although it obviously is much more (Lamont & Wuthnow, 1990; see also
Chapters 7, 9, and 10, this volume). When attention shifts from social structures to systems of
symbols, it is much easier to see how culture becomes part of the individual, and conversely,
how thoughts and acts of individuals generate, change, or reproduce culture. For ultimately
culture is either inside of people’s heads or deposited in warehouses, such as libraries, and it is
used by people in action and interaction. Thus a more macro force—culture—is more readily
connected to a micro force—thoughts, actions, and interactions of people who have inter-
nalized culture—than is the case when structure as networks of relationships must be recon-
ciled with individuals’ actions. This is why, I suspect, that structuralism became so popular; it
allowed sociologists to see structure as cultural symbols, and as such, it is far easier to connect
macro- and micro-levels of analysis. Anthony Giddens’ (1984) structuration theory is a good
example, because structure as “rules and resources’ that are used by actors in micro-settings
allows for an easier reconciliation of micro and macro. Similarly, Pierre Bourdieu’s (1984)
notion of “habitus” is a name for the nexus between culture and the individual, again connect-
ing micro and macro. Of course, culture is not all that there is to the macro-realm; and these
approaches do not solve the problem of how to conceive of structure as anything more than
rules and other cultural processes. The cultural turn in sociology, then, only gives the illusion
of resolving the micro~macro problem.

Some who have advocated this cultural turn (e.g., Alexander, 1982—-1984) argue for a
multidimensional approach to theorizing about micro- and macro-processes. Action and order
are each considered important dimensions of the social world and each is conceptualized, but
in fact, such conceptualizations simply label the problem rather than resolve it. Action has
certain properties, and order or structure—culture has its own distinctive properties; but the
question remains: How is a theoretical integration to occur beyond simply stating that action is
constrained by order and that order is reproduced and changed by action? Other multidimen-
sional approaches, such as Ritzer’s (1985, 1988a,b, 1990) “integrated paradigm,” categorize
reality along two intersecting dimensions: microscopic—macroscopic and objective—subjective.
And then, various approaches are placed in the four quadrants created by these two continua—
that is, micro-subjective, macro-subjective, micro-objective, macro-objective—but all this
does is once again categorize approaches. It does not reconcile them theoretically or produce
integrated explanations.

One of the most famous approaches for reconciling micro—macro theorizing was Robert
Merton’s (1968) advocacy for “theories of the middle range.” In this approach, sociology
would abandon the grand analytical schemes like Talcott Parsons’ “action theory” in favor of
theories about specific substantive topics, awaiting a later Einstein to come along and integrate
these middle-range theories with the equivalent of general relativity theory. The end result of
this advocacy was to produce “theories of” each substantive area in sociology, which of
course only proliferated the number of specialized theories in the discipline. Since these
theories were so specialized, and indeed, since they often elevated empirical generalizations to
the status of laws, there was little hope that they would be integrated in ways that would
resolve any theoretical problem, much less the micro—macro linkage question.
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The most obvious solution to the micro—macro problem has not, in my view, been
pursued with any commitment (Turner, 2002). This solution involves recognizing that social
reality does indeed unfold along micro, meso, and macro dimensions; that each of these levels
reveals its own emergent properties; that these properties are driven by forces distinctive to
each level; that theory is to be about the dynamics of the forces operating at each level; and that
theoretical integration will always be about how the properties of one level load the values for
the unique forces operating at other levels. This kind of synthesis does not produce a “‘unified
theory” but rather a series of theoretical models and principles on forces of one level of reality,
as these are influenced by structures at other levels of reality (as David Boyns and I explore in
Chapter 18; see also Tuarner, 2000, 2002).

Thus, sociological theory has not resolved its micro-macro divide any more than other
sciences, although sociological theorists seem rather more obsessed with the problem. Added
to this are the disagreements over epistemology, and we can see why sociological theory has
moved in so many diverse directions. There is no accepted epistemology among theorists, and
efforts to resolve the micro—macro gap have tended to produce “‘solutions” that further
differentiate theory. The end result is a hyperdifferentiated discipline, at both the theoretical
and substantive levels.

DIVERSE THEORY TRADITIONS
IN SOCIOLOGY

Functional Theory

Functionalism was sociology’s first theoretical orientation, and for a brief time in the
1950s and early 1960s, it dominated sociological theorizing (see Turner & Maryanski, 1979,
for a history). Today, functionalism is virtually dead, except for a few dedicated theorists who
continue to work in the tradition (e.g., Miinch, 1982). Functional theory always asks the
question of how a particular phenomenon operates to meet the survival needs or requisites of a
larger social system, as the latter seeks to adapt to its environment. The notion of “‘needs” or
“requisites” always poses a problem in such theorizing because it often appears that the need
for something brings this something about; or alternatively, the reasoning becomes circular:
system parts exist to allow the system to meet its needs for survival in an environment; and we
know that a part of this system is meeting these needs because the system is surviving.

Early functionalism, however, avoided these problems by examining differentiation as a
kind of master social process. Herbert Spencer (1874-1896) emphasized the axes along which
social systems differentiate, whereas Emile Durkheim (1893) examined the new bases for
integration of social systems undergoing differentiation. From their respective analyses, it is
rather easy to extract testable propositions. Thus, it is not functionalism per se that creates
problems, but rather it was the particular mode of analysis conducted by Talcott Parsons.
Parsons’ functionalism emphasized requisites (the famous, A,G,I,L) and built an elaborate
category system around these requisites (Parsons, Bales, & Shils, 1953; Parsons & Smelser,
1956). Such an approach saw explanation as placing an empirical case into an analytical
category. This approach had no real theoretical legs because to categorize a phenomenon in a
rather elaborate conceptual scheme does not explain it. This problem of believing that
classification is explanation was far more fatal to functionalism than its supposed ideological
conservatism (e.g., Dahrendorf, 1958; Lockwood, 1956).

Neofunctionalism (e.g., Alexander, 1985; Alexander & Colomy, 1985) abandoned the
notion of requisites—the defining feature of all functional analysis—and emphasized the
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master process of differentiation and relatedly cultural processes. As a result, neofunctional-
ism is not functional theory (Turner & Maryanski, 1988). Even with the abandonment of the
notion of needs or requisites, neofunctional sociology never really was accepted as theory,
although it can be credited with bringing back into focus the central problematic of early
functional sociology: the process of differentiation with a special emphasis on cultural bases of
integration in differentiated social systems (see Chapter 7). Neofunctionalism, then, helped
bring culture back to prominence within sociological theory but did not make functionalism
any more acceptable.

The demise of functionalism left the door open for many new approaches to gain
prominence or to regain prominence lost under the brief hegemony of Parsonian functional-
ism. The most obvious benefactor was the approach most responsible for the demise of
functionalism: conflict theory.

Conflict Theory

With the exception of a few persistent souls (e.g., Mills, 1956), conflict theory remained
closeted during the McCarthy era in America (1950s); but as Europeans began to criticize
functionalism (e.g., Dahrendorf, 1958; Lockwood, 1956) and as the repression of the Cold War
era lessened, conflict theory emerged in America and during the cultural changes of the 1960s
and 1970s became the most dominant theoretical orientation. Even those who were not conflict
theorists began to label themselves in this manner, if only to get attention or appear in vogue.
Indeed, for a time all theories were ‘‘required” by the new (in)sensibilities to talk about power
and conflict—as if this is all that there is in the social universe.

As a critique of functionalism, conflict theorists were rather unfair; and out of the ex-
tremes of this critique, sociologists discovered the obvious: social systems reveal both integra-
tive and conflict processes. Only in an environment where the conflict theorists had gone
overboard would such an obvious statement be taken seriously, as somehow profound. What
conflict theory did do, however, is shift the focus of theoretical sociology to the conditions
under which varying types of conflict emerge in social systems; once this shift in emphasis had
occurred, many diverse conflict approaches developed.

One was the Marxian and Weberian emphasis on how inequality and stratification
generate conflicts between social classes (e.g., Dahrendorf, 1959). Another was an effort to
update Marx to deal with the fact that a revolution never occurred in capitalism, and moreover
that classes do not polarize in capitalist system but on the contrary they proliferate (Wright,
1985, 1997; see also Chapter 22). Social movements theorizing got an enormous boost, moving
from a subfield within collective behavior to the study of mobilizations (see Chapter 25, as
well as Chapter 26). Exchange theories often saw themselves in conflict terms (e.g., Collins,
1975; Blau, 1964), although few proposed the obvious point that much conflict theory is a
subcase of exchange theory (or what transpires when the exchange of resources is unequal in a
social system). World systems theory (Wallerstein, 1974; Frank, 1979) also emerged in the
heady days of the conflict revival, and this approach has evolved from its purely Marxian roots
into a variety of approaches examining globalization issues (e.g., Chase-Dunn, 1989; Chase-
Dunn & Hall, 1997; Sanderson, 1988, 1995); and indeed, theorizing about globalization is the
new hot area in sociology (see Chapter 27). Perhaps the most interesting offshoot of conflict
theory was the rise of comparative—historical sociology, which disproportionately perhaps,
has focused on revolutions but which nonetheless became the entry point for a new historical
sociology that represents one of the brighter branches of sociology today (see Chapter 26).

Today, sociologists do not go around thumping their chests, proclaiming themselves to be



8 JONATHAN H. TURNER

conflict theorists as they once did in the 1960s. This is due, perhaps, to the widespread
acceptance of all varieties of conflict theory in sociology; somehow we are more secure in
studying conflict, which itself is a rather remarkable admission. Today, conflict theory is often
specialized, focusing on specific forms of inequality and conflict, such as ethnic antagonism or
gender tensions (see Chapter 28, for an illustration in the area of gender).

Many early conflict theories implied a critique (of functionalism, of capitalism, of
imperialism, of colonialism, and of lots of things). European sociology had a much longer
legacy on this score than American social theory, and this critical focus has evolved into a
distinctive perspective in both Europe and America (see Chapter 6).

Critical Theorizing

Sociological theory always has had a critical edge. The discipline emerged in response to
the transformations associated with modernity; and theorists often posited pathological condi-
tions, such as alienation, exploitation, anomie, marginality, iron cages, and other ills associ-
ated with the rise of capitalism. In America, despite the high-sounding rhetoric about being
scientific, sociology began with a “‘social problems” emphasis, seeing the goals of sociology
as revolving around amelioration (Turner & Turner, 1990). Some such as Auguste Comte
(1830-1842) and perhaps Emile Durkheim saw scientific theory as the vehicle for social
reconstruction, but most critical theory has been antiscience, often portraying science as part
of the problem.

In the 20th century, critical theory first became codified within the Frankfurt School,
which had the emancipatory zeal of Marx but the realistic and pessimistic assessment of Weber
as to the power of rational—legal authority to dominate individuals. Like most critical theorists,
the Frankfurt School wanted to expose patterns of domination and control even if they had no
real program to deal with these oppressive patterns. The goal of much critical theory thus
became one of criticizing, usually within the secure confines of academia, leaving the question
of how to manage the problems exposed by such criticism to others, or perhaps to another time
in the future when conditions were more favorable to emancipation.

Contemporary critical theory has not really moved from this stance in the 21st century.
Scholars like Jurgen Habermas (1962, 1970, 1979, 1984), the direct descendant of the Frankfurt
School, continue to agonize over the loss of “‘the public sphere” (assuming that it actually had
existed) and the invasion of the “life world” by a rationalized—bureaucratized economy and
by a politico-administrative apparatus. Such critiques tend to be more philosophical than
sociological, but they have inspired many to make similar claims about the power of the forces
unleashed by capitalism to invade local cultures and personal self.

Postmodernism is perhaps the most prominent form of critical theory today, but it really
builds on themes that were evident with the early founders of sociology (Allan & Turner, 2001;
see also Chapter 8). For postmodernists, the development of communication and transporta-
tion technologies, the expansions of capitalism to a global scale, and the capacity of high-
volume and far-reaching markets to commodify just about anything, including symbols and
lifestyles, are destroying local cultures, symbols of groups, and the integrity of the individual.
Because all can be commodified and marketed on a global scale, cultural symbols are lifted
from their local context and marketed, thus reducing the power of symbols to regulate the
activities of local groups. Similarly, because people can now buy in markets the trappings of a
new self, persons have become incapable of having a unified sense of who they are, partic-
ularly as the power of local cultures has declined with commodification of symbols. Among
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these postmodern theorists, the retread Marxists (e.g., Jameson, 1984; Lash & Urry, 1994;
Harvey, 1989) appear to have the analysis of the transformations ushered in by globalization
correct, but the more culturally oriented wing of postmodernism (e.g., Braudrillard, 1994;
Lyotard, 1984) appears to go off the deep end in asserting without any hard data how these
trends are changing the social world and person in fundamental ways.

The great problem with critical theory is not so much the critical dimension to this work
but the theory part. Theory in the hands of most critical theorists becomes a license to say just
about anything one wants about the social world, apparently without the requirement to check
these pronouncements against data. Evil forces are posited and bad consequences are seen to
ensue from these forces. While there is almost always an element of insight in these diagnoses,
they almost always are too extreme to have much credibility. For we can ask: Have local
cultures been destroyed? Have people lost a sense of their own self? Are people less embedded
in groups than 100 years ago? Has commodification trivialized the symbols of groups? And so
on. Scant amounts of systematic data have been brought to bear on these and related empirical
questions; and until such data are forthcoming, we can take with a grain of salt many of the
pronouncements of critical theory (see Chapters 6 and 8, for another assessment of post-
modern theory). Critical theory has, like conflict theory in general, become more specialized,
roughly paralleling social movements such as the civil rights and feminist movements.
Feminist theory is clearly the most prominent of these more specialized critical theories
(Chafetz, 1988, 1990; see also Chapter 28, for an assessment).

Evolutionary Theory

Sociological theory always has had an evolutionary bent. Every one of the founders of
sociology saw societies as changing toward increased complexity, and each emphasized par-
ticular aspects of this transformation. Some were explicitly evolutionary, others less so, but
all saw society as moving in a particular direction. While stage models of evolution came
under relentless attack in the early decades of the 20th century, these models reappeared in the
last decades of the century, in a variety of forms. One direction was a revival of the stage
model, with theorists viewing societies as moving through identifiable stages (e.g., Parsons,
1966; Lenski, 1966). Another was world systems analysis that tended to see capitalism as
evolving to a global level, with scholars differing on whether the contradictions of capitalism
would indeed now lead to the destruction of this economic form (see Chapter 27, this volume).
Others have blended stage models with world systems theories (e.g., Sanderson, 1988, 1995).
Evolutionary stage models also can be found in critical theories (e.g., Habermas, 1979), and
almost all postmodern theorists carry an evolutionary argument. Thus, evolutionary thinking
is back in vogue within sociological theory.

But evolutionary theory involves much more than portrayals of societal movements from
simple to complex forms. Early on, more purely biological arguments about evolutionary
processes can be found in stage model theories (see also Chapter 21, this volume). For
example, both Herbert Spencer (1874-1896) and Emile Durkheim (1893) offered ecological
analyses more in tune with Darwinian theory, seeing competition among actors over resources
as one of the driving forces behind specialization of activities (the sociological equivalent of
the speciation of life forms). Such ecological theories have continued in both grand forms
(e.g., Hawley, 1986; Turner, 1995) or more specialized incarnations within urban ecology
(Berry & Kasarda, 1977; Hawley, 1950; Frisbie & Kasarda, 1988; Bidwell & Kasarda, 1985;
Kasarda, 1972) and organizational ecology (Hannan & Freeman, 1977, 1989).
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Another form of evolutionary theorizing has been more controversial because it often
appears to be reductionist (see Chapter 20). Variously labeled ““sociobiology” and “‘evolution-
ary psychology,” this theory posits that key patterns of social organization are ultimately
explained by reference to genic fitness (e.g., Barash, 1977; van den Berghe, 1981). Genes seek
to survive and maximize their fitness or ability to stay in the gene pool and so; the behaviors of
individuals and by extension their patterns of sociocultural organization will reflect drives for
fitness by genes. Most of the formal modeling in evolutionary psychology was borrowed from
economics, with notions of maximizing utilities and even of equilibrium processes transferred
to biological arguments about what genes do. When organisms cannot think, as is the case with
insects, perhaps the models of sociobiology have some utility—to make a bad pun. But once
animals are able to create complex social structures mediated by culture, the effects of genic
fitness are diminished. There can be no doubt that humans created social structures to survive
and reproduce themselves, but once created these structures and their cultures have emergent
properties that drive behavior and patterns of social organization above and beyond the
pressures exerted by genes to remain in the gene pool. Indeed, most explanations from
sociobiology become “‘just so” stories about how a particular structure can be explained by
genic pressures to maximize fitness. The problems with such stories is that they are easily
constructed, and they almost always are post hoc and ad hoc. They can never be tested because
they are fabricated after the fact, typically making vague references to what must have
happened in the evolutionary past.

There is a final form of evolutionary theorizing that has received the least amount of
attention. Humans evolved like any other animal, and so it is reasonable to ask how natural
selection shaped the nature of this animal. By looking at humans’ closest relatives, the Great
Apes of Africa (chimpanzees and gorillas), it is possible to get some clues about human nature
because the hominid ancestors of humans split from this line about 5 to 8 million years ago
(see Maryanski & Turner, 1992; Turner, 2001). Since humans share over 98% of their genes
with these primate relatives, it is possible to use comparative anatomy and evolutionary theory
to get hints of what human nature is really like at the biological level. Most sociologists are
very hostile to this kind of theorizing because it strikes at their core commitments to a
“socially constructed” view of the world and because it hints at reductionism. Humans are,
most sociologists would argue, the product of purely sociocultural forces, and hence, human
behavior and social structures can only be understood in these terms. This kind of extremism
will only hurt sociology because humans are obviously an animal with an evolutionary history,
and this history does influence human behavior, interaction, and organization. And advances in
biology will increasingly expose sociology to ridicule as we stick to the view that genes have
nothing to do with human behavior. We need to be reductionists to draw insights from
evolutionary biology, but most theorists in sociology remain hostile to any form of biological
theorizing.

Utilitarian Theory

Adam Smith was a great sociologist, although we often allow economics claim him as its
founder. But Smith’s The Theory of Moral Sentiments (1759) was highly sociological and in
many ways set the agenda for sociological theorizing in the 19th century, especially the
concern for how highly differentiated social systems were to become integrated. But except for
hints of utilitarian arguments in George Herbert Mead’s (1934) pragmatism and in Georg
Simmel’s (1907) analysis of money, utilitarian theories were not prominent at the beginnings
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of sociology. Of course, Karl Marx saw his great work on Capital (1867) as an effort to extend
and correct Smith’s On the Wealth of Nations (1776), and so in this sense Marx was a
utilitarian. But the analysis of behavior in terms of individuals’ efforts to realize utilities and
avoid costs is for the most part a concern of later 20th-century theorizing. Moreover, this
emphasis was often blended with behaviorism, another late 19th- and early 20th-century
theory emphasizing that organisms, including humans, learn and retain in their repertoires
those behaviors than provide reinforcement (Pavlov, 1928; Thorndike, 1932; Watson, 1913;
Skinner, 1938).

The revival of this mode of theorizing occurred in the late 1950s and early 1960s, with
both behaviorist (e.g., Homans, 1961) and utilitarian (e.g., Coleman, 1966) vartants that persist
to this day (see Chapter 31, this volume). But perhaps the most important advances in these
theories came with the development of exchange theory in a guise first proposed by Georg
Simmel (1907). Peter Blau’s (1964) approach sought to analyze the power dimension of all
exchange relations at both the micro- and macro levels of social organization; and in seeking
power as the central dynamic of exchange and in trying to posit isomorphism in the process
influencing both individual and collective actors, Blau brought Simmel’s ideas to the modern
era. In a very different mode, but still inspired by Simmel, Richard Emerson (1962) blended a
theory of power-dependence relations with network theory, seeing the properties of network
structures organizing individual and collective actors as a reflection of efforts to balance power
relations. While the Blau tradition has receded, and unfortunately so, the network approach
has flowered within two basic traditions; one self-consciously following Emerson (see Chap-
ter 31) and in another, often termed ‘“‘elementary theory,” that pursues the same questions but
with a somewhat different vocabulary (e.g., Willer & Anderson, 1981).

In the last two decades of the 20th century, rational choice theory asserted itself as a
prominent variant of utilitarian theory (see Chapter 29, this volume). Consciously borrowing
from key assumptions from economics, this approach has sought to see sociocultural arrange-
ments as the result of efforts by individuals to maximize their utilities (rewards less costs and
investments). Indeed, much like the explanatory logic of sociobiology, an ad hoc and post hoc
story is told about how a structure reflects the rational decisions of individuals (this similarity
to sociobiology should not be surprising, of course, because sociobiology and rational choice
theory have borrowed key ideas from economics). But unlike sociobiology, rational choice
theories have proliferated, and they have been used to explain many diverse phenomena and
even to make predictions as opposed to post hoc interpretations. The real question is how far
such explanations can go in explaining social phenomena, which to my view reveal emergent
forces above and beyond the utilitarian calculations of individuals (see Chapter 30 for a form
of theorizing where extreme rationality is played down but where predictions can be made
from key assumptions about how humans make assessments and comparisons).

Interactionist Theorizing

The legacy of George Herbert Mead (1934, 1938) has endured throughout the decades
since his death, but it has been supplemented and extended in many directions. There is, of
course, the symbolic interactionist tradition (e.g., Blumer, 1969; Stryker, 1980; Burke, 1991)
that carries forth Mead’s emphasis on the importance of self (see Chapter 11), but even this
tradition has been blended with other perspectives, such as role theory (see Chapter 12),
exchange theory (McCall & Simmons, 1966), action theory (see Chapter 14), and sociology of
emotions (see Chapter 13). But there also is the Durkheimian (1912) tradition of interactionism
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emphasizing rituals and emotional arousal, as can be seen in Erving Goffman’s (1959, 1967)
dramaturgical approach or Randall Collins’ (1975) interaction ritual theory (see Chapter 24).
While symbolic interactionists often claim dramaturgy to be within their tradition, its roots are
entirely different (Durkheim’s analysis of religion as opposed to G. H. Mead and American
pragmatism); moreover, individuals are not considered to have stable and enduring self-
conceptions as they are in all symbolic interactionist approaches.

In addition to the split between dramaturgy and symbolic interaction are more phenome-
nologically oriented approaches, ultimately coming to sociology from Edmund Husserl
through Alfred Schutz (1932). Here emphasis is not on self, but on the practices used by
individuals to create a sense of intersubjectivity or the illusion that they share a common
world. Ethnomethodology has been the most robust of the phenomenological approaches,
although this perspective has evolved into a rather routine analysis of conversations. Indeed,
after the rather loud and shrill proclamations of early ethnomethodologists (e.g., Garfinkel,
1967; Handel, 1979) that the metaphysics of symbolic interactionists and in fact all of
sociology were wrong, ethnomethodology has become a rather tame and routine enterprise,
although creative theoretical work can still be found (see Chapter 15, this volume, for an
example).

Probably the most interesting forefront within interactionist theorizing is the study of
emotions. It is rather remarkable that George Herbert Mead never developed an analysis of
emotions, and perhaps this fact explains why the study of human emotions did not really begin
until the late 1970s (e.g., Heise, 1979; Hochschild, 1979; Kemper, 1979; Shott, 1979), but since
this time, the leading edge of microsociology clearly has been the study of emotions. Some
stay within the symbolic interactionist tradition as it has been extended, but most approaches
bring in other theoretical perspectives in analyzing emotions, thereby providing a hook for
integrating the concerns of symbolic interactionists with psychoanalysis (Turner, 1999),
dramaturgy (Hochschild, 1979), gestalt-oriented theories (Heise, 1979; Smith-Lovin, 1990),
evolutionary biology (Turner, 2001), power-status theory (Kemper & Collins, 1990), expecta-
tions states theory (Ridgeway, 1994), exchange theory (McCall & Simmons, 1966), network
analysis (Markovsky & Lawler, 1994), conflict theory (Collins, 1984), and other approaches.
Thus, the newfound concern with emotions has allowed interactionist theory to become less
parochial and one dimensional (with the heavy emphasis on self and identity), and as a result,
real integration of microsociology is currently underway (see Chapter 13, this volume for one
approach that links psychoanalytical theory with symbolic interactionism).

At the microlevel, one of the most systematic approaches to the study of interaction is
expectation-states theory, which ultimately extends assumptions from gestalt psychological to
the analysis of the status structure of groups (Berger & Conner, 1969). While initially a rather
narrow approach, studying the expectations associated with status in experimental groups,
the approach has proliferated into many areas and to new topics (see Berger & Zelditch, 1985,
1998; Berger, Wagner, & Zelditch, 1989; Berger, Fisek, Norman, & Zelditch, 1977; Berger,
Conner, & Fisek, 1974; Webster & Foschi, 1988, for reviews and anthologies); as this
theoretical growth has occurred, the theory has become much more robust and general,
analyzing the effects of expectations and the cultural beliefs that guide these expectations in
diverse situations (see Chapter 16).

Structural and Structuralist Theory

Sociologists, of course, have always been concerned with social structure, and on the rise
of “structuralism”™ as a broad intellectual movement has influenced some approaches in
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sociology that can be labeled structural or structuralist. Structuralism comes from Emile
Durkheim’s (1893) sociology, as it was turned on its head by Claude Lévi-Strauss (1953), and
while structuralism enjoyed a brief moment in the sun (perhaps less than the normal 15 minutes
of fame), the imagery of structuralism still remains in much theory (Lemert, 1990). The view
that there is an underlying structural form to surface empirical events is intriguing (regardless
of whether or not this is seen to reside in the neurology of the brain); and it has inspired diverse
perspectives, such as Anthony Giddens’ (1984) structural theory, Pierre Bourdieu’s (1984)
analysis of habitus, and Robert Wuthnow’s (1987) study of cultural meanings. None of these
approaches goes so far as Lévi-Strauss (1953) or Noam Chomsky (1980) in seeing the biology
of the brain as the critical source of the generative rules of structure, but the vocabulary and
metaphors of structuralism are employed in these and a number of sociological perspectives.

Another kind of structuralism, also rooted in Durkheim, is network analysis, which has
both European and American roots through psychology and social psychology but all converg-
ing in modern-day views of structure as consisting of matrices of ties among nodes (Mitchell,
1974). Here, concern is with the dynamics of various properties or forms of ties, such as
strength, centrality, density, transitivity, equivalence, brokerage, and bridges. Much network
analysis is atheoretical, with an overemphasis on the methodologies for analyzing networks
rather than the explanatory principles explaining their dynamics. Yet, more theoretical works
can be found (e.g., Burt, 1980, 1982, 1992) particularly so when network analysis is combined
with exchange theory (see Molm & Cook, 1995, for a review).

Yet another form of structuralism focuses on how structural constraints influence rates of
interaction. Here structures are seen as parameters that influence opportunities for interaction,
with these opportunities determining general rates of contact among individuals. The most
prominent theory along these lines is that produced by Peter Blau (see Chapter 17), but other
approaches often reveal the same underlying imagery. For example, much network theory
argues that the place in a network will influence opportunities for ties, and hence, rates of
contact among actors. Similarly, ecological theories often catry this view of distribution of
characteristics in social space as influencing rates of interaction (e.g., McPherson & Ranger-
Moore, 1991).

A final form of structural analysis—general systems theory—seeks to portray phenom-
ena in terms of systems of relationships. These relationships often are considered to hold
across different domains of the universe—physical, biological, mechanical, and social. As a
result, the goal is to develop a common set of concepts and principles than can account for the
systemic properties of widely diverse phenomena. While the general systems movement once
enjoyed great popularity in the late 1950s and 1960s, relatively few dedicated scholars now
work in this tradition, despite its promise of unifying science (see Chapter 19, this volume).

CONCLUSION

Let me end where I began: Sociological theory is now so diverse that it is difficult to see
any unity ever emerging. Sociologists do not agree on what is real, what our core problems are,
what our epistemology is, and what our theories should look like. As is evident in the chapters
in this volume, some very interesting if not brilliant work is being done by sociological
theorists, but it would be difficult to see much unity among the theoretical positions argued in
each chapter. Some perspectives overlap and/or draw upon similar traditions, but most go their
own way, defining problems and performing analysis without great regard for the whole of
activity that constitutes theory today.

I could have added another 10 or 15 perspectives to the volume; indeed, I have lost five or
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six chapters along the way that were to be part of this volume. Thus, the chapters in this
volume only begin to reflect the differentiated intellectual state of sociological theory today.
For me, this diversity spells trouble for the discipline. True, this diversity also signals a certain
vitality, but in the end, sciences must reveal consensus on problems and epistemology.
Sociological theory does not have, nor will it ever have, such consensus; and there is danger
here. If sociologists cannot speak with one voice, or at least many voices in a contrapuntal
chorus, we will be overshadowed by those disciplines—such as economics—that can. We will
not be considered useful in the halls of power, nor will our knowledge be respected by those
inside or outside academia. Sociological knowledge has accumulated over the last half century
{no doubt about this), but this knowledge has not been consolidated; as a result, it is difficult to
see sociology as a cumulative science. Of course, many consider science a failed epistemol-
ogy, and hence, there is no problem with the lack of cumulation that was a chimera anyway in
the eyes of these critics. But if we are simply a discipline housed in the tower of babel (and
babble), sociology will remain a weak discipline, operating at the fringes of academic and
public life. Only with some degree of theoretical unity—on epistemology and problems—will
sociology become an important discipline.
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CHAPTER 2
What Makes Sciences ‘“Scientific”?

STEPHAN FucHS

The first serious difficulty raised in the titular question of this chapter is that there does not
seem to be a unified “science,” in the singular. At least, “unity’” ought to be operationalized as
a variable, not fixed, in advance and a priori, as a constant property of the ‘‘nature” of science.
Empirical research on the sciences suggests a manifest cultural, structural, and organizational
disunity (Galison, 1997). There also are considerable differences between the frontiers of a
science and its more routine or normal areas. Sciences change over time as well, and some of
them, such as the locations where rapid discoveries are being made, change very quickly, with
little respect or eye toward philosophical definitions, criteria, or rules of method.

The evidence supports the suspicion that the unity of science is a myth and exaggeration.
Significantly, the mythical properties of logic and rationality also are a core theme in neo-
institutionalist theories of organizations (Meyer & Rowan, 1977). They find widespread loose
coupling between formal and informal systems. Similar loose coupling exists between logic
and practice of a science. There are many sciences now, and new sciences or specialties
emerge all the time. Worse for unity, within a science there are specialties, clusters, and
research fronts that behave in ways not necessarily consonant with unity. The sciences look
more like a patchwork quilt than a logically unified pyramid.

To say the sciences are historical, social, and cultural is true, but only the beginning of a
problem, not its solution. Logic is a poor predictor for what an actual science does, in the here
and now of its occurring and happening. What a science does is the result of its own previous
operations, not its philosophy. Most active scientists are too busy to pay much attention to
philosophical puzzles and enigmata. They might become more involved in philosophy once
their active careers are over, or when an outside observer, such as postmodernism, appears to
be saying there are no truth and objectivity in science. Major upheavals in a culture, including
revolutions, also tend to generate so much uncertainty and novelty that it is hard to separate
“science” from ‘“‘metaphysics.” A major metaphysical controversy during the Scientific
Revolution opposed natural philosophers to scholastics and humanists on the question of
whether any “contrived” experiments, that is, ““the experiment as such,” could ever be true to
the essence of nature.

The sciences do have philosophical dimensions, but once they become ‘“‘normal,” they no
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longer reflect on them. To be sure, normalization and establishment need not happen and are
rather unlikely, since most organizational upstarts fail due to a widespread “liability of
newness” (Hannan & Freeman, 1989). However, if a science does take off toward maturity and
institutionalization, it begins to forget the origins and transcendental foundations of science
itself. As a science becomes more normal and mature, with a well-established and -defined
niche in the world, it gradually sediments its core operations and building blocks. These
become routines, hardwired into the blueprints and black boxes of a particular culture (Berger
& Luckman, 1967).

Whether experiments “‘as such”™ are “true to nature” is not a problem a mature science
could understand let alone turn into a viable research puzzle. Who would fund such research
and how could research prove that research as such captures the essence of nature? Once doing
research becomes the prevalent intellectual mode of relating to the world, metaphysics
becomes obsolete and eventually disappears into academic and professional philosophy. The
“truth”” is now the outcome of scientific research, not metaphysics. After a while, systematic
philosophy turns into naturalism, that is, global advocacy and endorsement of science.

A mature science solves the problems it has posed for itself. It does so on the basis of its
previous problems and solutions. It can change these, of course, but mature and profes-
sionalized sciences do not wonder about the metaphysical or ontological foundations. They
might remain skeptical, but not about themselves. The truths of a science also change, together
with advances and discoveries, but as its maturity increases, so does a science’s inability or
unwillingness to engage in metaphysics. It no longer has a protocol for handling metaphysical
mysteries, or it operationalizes these into empirically decidable propositions.

With Medawar (1963/1990), a science becomes more scientific when it has mastered the
“art of the soluble.” A metaphysics, in contrast, does not “solve” anything but wonders
whether “‘solving’ some problem or puzzle might not be just one way among others to prac-
tice the intellectual craft. Unlike science, a religion becomes weaker and more secular when
the great mysteries disappeatr.

FROM PHILOSOPHICAL TO LOCAL UNITY

Call the epistemological sort of unity ““strong.” More in tune with recent evidence from
science studies is the much weaker assumption that unity is local and temporary, the result of
actual mergers or hybrids between various sciences (Shapin, 1995). This unity lasts as long as
it does and extends as far as it does until further notice, that is, until the configurations of
sciences and specialties change yet again. Unity is not global or transcendental, and it can be
lost and found. Unity also is a matter of degree. Rarely is a unity “complete.” This weaker
empirical or contingent, as opposed to conceptual, unity is not the realization of philosophical
analysis or reduction. Rather, it follows from the observable movements, alignments, and
coalitions among the sets of networks within which science actually occurs or happens.

There is, then, no agreeable and robust philosophical criterion or set of criteria that made
a science “‘scientific”’ (Laudan, 1996). Even within philosophy, the suspicion grows that the
very search for such criteria might be in vain (Rorty, 1991). It turns out that such criteria change
over time; they are not the same for different sciences, and what follows from them for the way
an actual science assembles and reassembles itself is uncertain. No doubt there are rules of
method, but they rarely lead to concise and clear proscriptions for rationality.

Troubles with rationality surface not just in science, though it is here that rationality has
traditionally been placed with privilege. Rationality is not a good empirical metaphor for
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action generally (Collins, 1993), and this includes the decisions scientists might make in
advancing a certain project, program, or line of research.

The unity of science is an exaggeration, observed within a segment of analytical epis-
temology. This particular observer is placed at a large distance from where science actually
gets done. Philosophy observes science from far away and from within its own networks and
traditions. The farther away an observer is from a referent, the more unity that observer tends
to attribute to what is being observed (Collins, 1988; Fleck, 1935/1979). Observers at a far
distance depend on their observing strongly on the more or less official front stage self-
presentations of that which they observe. Such presentations summarize and condense select
features and data into rational versions or formats, maybe for the benefit of instruction or
popularization. Move closer to an actual science, into the laboratory, and that unity dissolves
into multiple clusters and networks. What happens in these networks is, at best, loosely
coupled to epistemological rules and regulations, much as the informal systems in organiza-
tions separate, to a variable degree, from the official manuals, charts, and handbooks.

The closer an observer gets to the local assembly of a science, the less “consensus” is
being measured. A widespread criterion for making a science scientific has been that the
“harder” and more “mature” a science becomes, the more consensus it displays. This is not
false, but needs modification. More consensus is being claimed than exists or can be cashed
in when needed, and science is no exception (Gilbert & Mulkay, 1984). You think other
reasonable people do, will, or would agree with the reasonable opinions you hold yourself.
Probe deeper into consensus, however, and it tends to become brittle, fall apart, or become
vague and empty, as in “‘universal values.” Actual consensus—that is, not the quasi-
transcendental fictions of Habermas and not the ideological appeals to “the people” —shrinks
and expands over time and according to how concretely it specifies what is to be said and
done. An empirical consensus cannot extend both its range or width and depth simultaneously.
At the frontiers of a culture, where breakthroughs occur, conflict and controversy undermine
consensus.

What the sciences do not have, however, is dissensus on whether it is a good thing to do
science or whether it might be better to do something else instead, maybe criticism, moraliz-
ing, or the latest fad in social and cultural theory—writing about yourself. Nonsciences keep
arguing and dissenting on what they are, really, and what they should do. Sciences also do not
have multiple fragmentation along political or ideological cleavages, including sex and race.

A science becomes more scientific as it externalizes its outcomes to “reality,” instead of
attributing them to “‘standpoints” or “perspectives.” This is the difference between science
and ideology (more on this later). The more scientific a science, the more it will generate its
own foci of attention and reputational structures, and the less attention it will pay to what it
observes as nonscience, prescience, or pseudo-science. In turn, those non-, pre-, and pseudo-
sciences either imitate or challenge and debunk science.

Some constructivists conclude from the empirical record of science studies that method,
progress, cumulation, and rational reconstructions are “fictions,” but this is premature and
triggers misleading connotations and “‘science wars” (Fuchs, 1996). Confronted with critical
debunkings of their core possessions, the scientists feel provoked and outraged, since their
sacred symbols are being desecrated. This reaction is not particularly surprising, since any
profession will respond to attacks on its front stage myths with emotionally charged vehe-
mence. Constructivists also would rightly be upset if the integrity of their motives were being
challenged. As far as they are still doing science or doing work commensurate with science,
constructivists will insist that their contributions to scholarship are based on methodical and
objective research, not perspectival or political biases.
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To call something a ““fiction” suggests unreality, maybe deception. But method and
rationality are very real and they are not deceptions. Instead, they surface in certain places, at
certain times, to do certain kinds of cultural work. In some areas of a science, where more
routine puzzles are being solved, “‘method” is indeed more of an empirical presence. Method
appears prominently in low-level science instruction, as well as in grant proposals or written
reports of findings. Likewise, rationality appears regularly when a science is asked or invited
to tell its history, which then appears as cumulative progress or, in more dramatic cases, as
victory over superstition and the forces of unreason. No science “follows” rational rules of
method, especially not when it is making breakthroughs, but no science can do without method
and rationality on certain occasions and in certain areas of its work.

BOUNDARIES AND DEMARCATIONS

“What makes a science scientific” as opposed to different ways of knowing? This is the
problem of demarcation (Ward, 1996). In philosophy, demarcation is essentialist; that is,
demarcation of science from nonscience by means of separating the “‘nature” of scientific
knowing from other ways or other cultures. Various candidates for demarcation have been
suggested and dropped. These include distinctions between facts and values, subjective and
objective, internal and external, and logical versus contingent. By its very nature science is
objective, rational, empirical, disinterested, cumulative, and truthful. Nonscientific ways of
knowing, such as religion, metaphysics, or art, are valuable forms of culture but they do not
correspond to anything real, outside of themselves. Outside of science there are superstition,
faith, tastes, money, or power.

Not one of these “demarcation criteria” has proven operational or successful for separat-
ing science from the rest of culture in all possible worlds. Start with the distinction of science—
metaphysics. A science does have some metaphysical or paradigmatic structures in the cores
of its networks, where the black boxes and routine equipment are being housed (Latour,
1987). These are metaphysical, in the sense that they are not themselves the themes, topics,
and puzzles of research, at least not within the science whose “‘presuppositions” are in
question. “Materialism” belongs to the “metaphysics” of any modern science, but no modern
science could turn the truth of materialism itself into a soluble experimental puzzle. A science
also could not establish by means of an experiment that experiments as such are “true to
Nature.”

To say science is “objective,” as opposed to art, for example, is misleading as well, since
there is very little objective consensus on objectivity (Fuchs, 1997). At its frontiers, where a
science produces rapid breakthroughs and innovations, there is less “objectivity” than in its
settled and established parts. Virtuoso performance in science and art appear phenomenally
similar, colored by ecstacy, charisma, and genius (Schneider, 1993; Heinich, 1996). A science
is not without ““faith’; it has faith in itself and the overall soundness of its accomplishments.
It trusts that more progress will be made in the very near future, as soon as the new equipment
can be funded and delivered. During major upheavals and ruptures, ‘‘prophets” might appear
in the history of science as well. In fact, this happens under much the same structural
conditions as in the history of a religion (Spengler, 1923/1993). A science that were utterly
“disinterested” would be a very poor science indeed, since an active science is very keenly
interested in itself and in its continuation and expansion.

We find, then, actual sciences and cultures in unruly disregard for proper philosophical
conduct and procedure. Some allegedly “‘subjective” arts look surprisingly objective; think of
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socialist realism, with its centralized rules and regulations for politically correct art. A
revolutionary science has much in common, at least in its beginning and emergence, with
avant-gardes in music (Mullins, 1973). To say science is based on “observation” raises a host
of difficulties as well, even within the analytical movement (Lakatos, 1970). Aristotle did a
good bit of observing; there are theoretical entities and unobservables in any science; how
observation relates to theory also is controversial.

AFTER PHILOSOPHY

Sociologically, demarcation criteria are not logical or analytical but empirical and
temporal. They are the various empirical and therefore revisable boundary markers a culture
employs to distinguish itself from that which it is not, not anymore, or not yet. All cultures
perform some boundary work, and the robustness of boundaries varies together with the
strength and confidence of a culture. Establishing a boundary also varies with the environment
against which a specialty, network, or culture distinguishes itself. Distinctions lead to “‘iden-
tity” (White, 1992). This identity is not essential, constant, or written in stone. Rather, an
identity is the current summary or definition of a previously accomplished identity.

A specialty with high-velocity changes its boundaries and demarcations very rapidly,
without pause for philosophical reflection and solidification. When the environment of related
specialties changes rapidly as well, turbulence breaks out. Weak boundaries surround
specialties-in-formation; stronger boundaries signal a consolidated culture with a known and
celebrated history of recognized achievements and successes. However, weak and strong are
matters of degree, not principle, and the weaker might become stronger over time, or the other
way around. As boundaries grow very strong and as a culture or specialty consolidates into the
smooth and confident continuity of a normal tradition, its demarcations from rivals or other
cultures tend to grow firmer as well, approaching analytical, definitional, and possibly tau-
tological status (Quine, 1964). Tautologies can be found in the redundant and fortified cores of
cultures and their institutions (Fuchs, 2000).

Demarcation criteria are variable distinctions an observer draws to distinguish its—not
his or hers—identity from the identity of other observers. Distinctions drawn by observers run
both ways; there are self-observations and observations by other observers (Baecker, 1999).
When the latter happen to be rivals or competitors over a certain niche or territory, the conflicts
over demarcations may heat up into intellectual property struggles. Occasionally, a specialty
invades another one and conquers it without indigenous rest. Now, a local unity and new
identity emerge, distinguishing itself in new ways from past identities and from the related
specialties in the larger networks among specialties.

A “reduction” of one specialty or even discipline to another one occurs not as a result of
some philosopher claiming to have demonstrated that one entity is really another entity, the
latter being more fundamental, basic, or original than the reduced entities (Spear, 1999).
Sociologically, reduction is an improbable and contingent event in the competitive relations
between specialties and cultures. Reduction is an event that either happens or not. If it happens,
it happens locally, not globally; that is, interdisciplinarity tends to involve a fairly small
number of specialties. In some cases, “interdisciplinarity” may just be a ritualistic and
fashionable buzzword the administrators, funders, and planners of science like to use, but
rarely does interdisciplinarity involve more than, say, three or four disciplines, and even then,
it tends to become its own discipline, complete with special institutes specializing in inter-
disciplinarity.
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SOCIOLOGICAL PHILOSOPHY

The evidence from science studies does not resonate well with analytical philosophical
criteria for what makes a theory and science truly or essentially scientific. But there might be
sociological ways for distinguishing science from other cultures, ways of knowing, and
nonsciences. Sociological demarcation refers to variable cultural boundaries, not essential or
logical criteria. To make the step from philosophy to sociology, we need to switch to a second-
order mode of observation (Luhmann, 1992). In this observational mode, the observer soci-
ology observes how actual sciences, not philosophy of science, distinguish themselves from
that which they are not, not yet, or not anymore. Sociology theorizes such distinctions as the
variable cultural markers and boundaries that professions employ to lay claim to intellectual
property and turf.

Avoid, again, the mistake to conclude there are no truth, objectivity, or rationality in
science. Far from it. But as a second-order observer, sociology cannot simply confirm or
repeat, en bloc, scientific claims to truth and objectivity. Neither, of course, can it deny them
(Bloor, 1976). What is left, then, is to explore when and how truth and objectivity and progress
are made to “happen’ and how this is accomplished. This observational Gestalt—switch marks
the transition from philosophy to sociology of science. Sociology cannot really say: That
which makes a science scientific are its truth and rationality. For it has no independent way to
decide anything about a science’s claims to truth other than its own claims to truth.

Science is indeed “‘objective,” but in a sociological, not philosophical, sense. Sociologi-
cally, objectivity is an internal accomplishment of cultures committed to objectivity. It does
not fall out of the sky, but must be accomplished or not. Objectivity is contingent; it either is
made to happen or not. Therefore, it has a history and semantic career (Daston, 1992).
Sociologically, objectivity is not adequate representation, lack of bias, or simply the opposite
of “subjective.” To say objectivity is “intersubjective” comes a bit closer, but conversations
and traffic signs are intersubjective as well.

Think of objectivity as a semantic currency running through certain intellectual networks.
By means of this currency, the network explains to itself or an audience how it behaves, and
why. In this mode of formal or official self-observation, the outcomes and results of a network
are, by and large and in the long run, “objective,” because they reflect actual states in the
world. If they are “subjective,” someone has made a mistake, and that mistake ought to be
corrected, since objective is better than subjective. The subjective is “merely” so, indicating
that something is lacking and amiss. The same applies to “perspectives.” If a fact is objective
only within a perspective, then it is not really objective, so that the idea is to overcome
perspectives, not celebrate them, as happens in networks that are fragmenting into ideological
politics.

Objectivity deserves trust. At first, this was trust in the honor of gentlemen (Shapin,
1994). Since these have long since departed, trust in honor has transformed into trust in
reputation and procedure. This trust trusts that the scientific mistakes are generally honest, not
deceptive. Deceptions are misconduct, to be investigated and sanctioned harshly, usually by
ostracism from the tribe, since a sacred object has been violated (Fuchs & Westervelt, 1996).

Objectivity is the “code” that structures how the communications in the network should
be handled and rewarded (Luhmann, 1992). According to the code, the contributions are
generally based on solid evidence, sound research, and plausible explanations, not on sexual
bias or racial prejudice. The outcomes offered are the results of research, not intuition,
charismatic vision, or prophetic revelation. Or, how the insights communicated were gathered
is irrelevant; what counts is whether they survived the usual tests. No reputation goes to those
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offering the merely subjective or perspectival. This does not mean that the culture the network
sustains were in close contact with the way the world really is; only that “objective” is the way
in which recursively networked communications that cherish and institutionalize objectivity
are coupled within a network. When this happens, when networks with objectivity emerge, we
may get “science’’: “For the scientific truth is but that which aspires to be true only to those
who want the scientific truth” (Weber, 1904/1982, p. 184).

SOCIOLOGICAL DEMARCATION

What makes a science scientific? What makes a religion religious? Search now for
sociological, not philosophical, distinctions. Max Scheler (1924) leads the way. He compares
the modern sciences, metaphysics, and religion as social structures and historical cultures. The
modern sciences are organized as reputational and professional networks. Doing science is the
career path for credentialed and specialist workers trained by teachers and drills or exercises.
The sciences do “‘research,” that is, they solve the puzzles they pose to themselves with their
own means and devices. Research is done on soluble problems for which exists a protocol of
decidability. Research is administered in projects and programs; it is organized into small and
competitive specialties. The organizational nucleus of science is the laboratory or, more
correctly, a network among laboratories. Laboratories are sites of controlled experiments. To
do those, much equipment is needed.

A metaphysics surrounds a virtuoso “master.” The metaphysician still belongs to gen-
erations of metaphysicians and often gathers admirers, but metaphysics is not organized as a
professional work organization. When this happens nevertheless, when metaphysics becomes
part of a specialist academic curriculum, metaphysics comes to an end. It dies with the likes of
Nietzsche, Heidegger, Adorno, and Sartre. As Max Weber (1919/1982), who had his own
metaphysical moments, predicted, there are no longer any genuine metaphysical virtuosos and
masters. The remaining prophets have become “false,” that is, prophethood becomes visible
as being constructed and accomplished.

The closest we currently have to metaphysics is “‘theory,” but theory is also located in
institutions of specialties, so that one can specialize in it and become a “theorist.” Another
successor to the metaphysician is the “scholar,” particularly of the humanist variety; but
scholars are experts also, which means they are not experts, but amateurs, outside their
particular area of expertise. The “popular intellectual” belongs in this set of heirs to meta-
physics as well, although the last thing on a genuine metaphysician’s mind is to become
popular and commercial. The irony about popular intellectuals is that they deride those very
forces that created a niche for them in the first place. There is still something metaphysical
about a Habermas or Luhmann, but both praise “postmetaphysical” thinking.

As opposed to the professional philosopher, who hurries from conference to conference,
the metaphysician is not comfortably at home in the contemporary university and its networks.
Metaphysicians prefer solitude; Heidegger had his cabin in the Black Forest around Todtnau-
berg and Nietzsche fled to the mountains of Sils Maria. This does not mean the metaphysician
wants to be left alone or that he or she does not like other people, only that they dislike being
part of a Berrieb. Metaphysics is often snobbish about academic politics and elitist about
popular culture or common sense. Plato preferred ideas to experiences.

Metaphysics must be “lived,” not taught. In this, it behaves much like a cult. Admission
to the cult resembles an initiation rite more than admission by examination or credential. The
new recruits are being transformed, not educated. They participate in a Truth unavailable to non-
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members. Membership does have its privileges. Metaphysics, at least in its self-understanding,
is not a set of propositions or assertions that could be “tested” in some way against ‘“‘the
evidence.”” Neither does it advertise itself as one “worldview” among others. Metaphysics has
no “method,” or declares method to be secondary and subordinate to “substance.” The
substance of metaphysics are the perennial and foundational mysteries: the essence of Being,
the nature of reality, or how to live the good life.

What makes a science scientific, in contrast, is its relationalism and antiessentialism
(Cassirer, 1969). In a science, things are what they are because the relations and forces working
on them have made them what they are. Change these relations and forces and a different thing
emerges. A number, for example, is a position in a set of operations and relations among
numbers. The number is defined by those relations, not by any “intrinsic meaning.” In
antiessentialism, a thing is nothing but a temporary balance of forces impinging on it. A thing
has no intrinsic properties. There is no “thing-in-itself.”” All that which exists exists empiri-
cally; that is, until further notice, or until new evidence suggests something different might be
the case. The sciences are against essentialism.

The metaphysician does not do “research.” Work is not done in company with others, as
happens in a “laboratory.” Metaphysics might be part of a university and curriculum,
complete with courses and exams and grades, but then metaphysics turns into a philosophy and
philosophical specialty, next to other such specialties. A metaphysician has maybe followers
but not really “‘students,” in the sense of the cohorts in bureaucratic mass education. The
extreme case, Nietzsche, derided those seeking followers as those seeking Zeros and Nullities.
Sometimes, as in the ancient world, the sage metaphysician and his devotees share certain
communal living arrangements, maybe around a patrimonial household or “academy.” The
master and his disciples see themselves as the long arm of a destiny or transcendence, not as
intellectual workers or even “intellectuals.”

Metaphysics does not aim or claim to make any “progress.” To the contrary, it suspects
or resents progress as the departure from a true origin, authentic life, or essential Being. In
Heidegger, this is Seyn, as opposed to mere Sein and the even lesser das Seiende. In Nietzsche,
this ultimate Truth is the Uebermensch, Zarathustra, and in Hegel and Marx, it is absence of
alienation. Unlike any modern science, but much like a religion, metaphysics looks backward,
not forward. A metaphysics may have utopian themes to it, but such utopias are often returns
also.

Different metaphysics envision the Origin in different ways. It might have the form of a
dialectical completion of history, as in Marx, or it might be pre-Socratic Greekhood (Heideg-
ger), the transcendental Ego (Kant, Husserl), or the absolute Idea or Spirit (Plato, Hegel). But
that which calls metaphysics into thinking are not solvable problems that disappear once they
are solved, to be replaced by future problems (Heidegger, 1938/1977, 1969). Rather, the
“problems” of metaphysics are mysteries. Unlike problems, mysteries are perennial and
essential. They return forever, as in Nietzsche, though maybe in different guises. Metaphysical
mysteries cannot be researched or experimented upon. They are holistic, not analytical, and
require not methods but Wesensschau.

A metaphysics remains centered and focused on the identity of sages. Their metaphysics
is very much theirs and difficult to repeat or replicate elsewhere. Even coauthorship does not
resonate well with the “spirit” or thrust of metaphysics. Therefore, the death of the sage often
means the death of his metaphysics as well. In contrast, a science has no such deep attachments
and investments in “personality.”” It has its prophets and geniuses, but is never merely cultish,
or for very long. After the metaphysical master’s demise, there might be epigones and pupils
carrying on the torch, but their work tends to remain derivative and focused the original. A
rather late example might be Garfinkel’s (1967) Studies in Ethnomethodology, which is close
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to the metaphysics of Husserl and even Heidegger. The epigone’s work tends to be confined to
commentary, exegesis, or elaboration, without any novel metaphysics emerging in the process.
Alternatively, the students of a metaphysical master might enter the universities and transform
metaphysics into professional philosophy or research there.

As opposed to science, both metaphysics and religion keep remembering their founda-
tions and origins. They do not and do not want or plan to “overcome” their foundations and
origins. For, the Truth, with a capital T, is in the beginnings and origins, back when a religion
and its First Prophet appeared. The life of metaphysics or religion comes from its source, and
that source must be recovered, worshipped, and kept alive. The past is not just studied, as in
“historical research,” but brought into the present by means of hermeneutics. The passing of
time represents a possible danger and threat, not a promise to unlimited progress. The danger
comes from forgetting and straying away from the origin.

Both metaphysics and religion believe in essences and universals. They are nothing
without “transcendence,” although just what is transcendent differs from case to case. No
metaphysics or religion could understand itself as just another worldview, system of thought,
or ideology. They are not just empirical occurrences, but the origin of all occurrence.

Religions offer and deliver salvation, not knowledge or expertise. Religions do not do
“research,” although the intellectuals of a church might respond to research in various ways
or even do a bit of research themselves, say on sacred texts. Even then, however, research is a
subordinate and secondary part of religious and sacred practice, done not to find out something
“new’”” but to affirm and celebrate that which is already True. The truth of a religion lies at its
beginnings and ends, in an original state of bliss, and in the eventual recovery of that bliss in
the Afterworld. The Truth, again with a capital T, is already known; it may have been forgotten
in sin but can be regained by traveling a path to salvation. Religious officials of a church might
assist in this quest, due to their special calling and closeness to the sacred.

In sharp contrast, the truth of a science is in its future, not past. Part of that which makes a
science scientific is, then, the discarding and overcoming of its past. The past appears as an
incomplete version and prehistory of the present. The past is something less than the present
and even less than the future. Less was known then than is now or will be known; there was
less reason, truth, success, and objectivity in the past. Only the past knowiedge that still
measures up to what is known now deserves to be preserved and only until it, too, finally
becomes obsolete. A science has no developed historical sense, or turns its history into yet
another science, such as history of science. A science that goes back to its origins is a dying
science, running out of new discoveries to make. When it makes no further progress, a science
loses its claim to more support and funds and will rather quickly succumb to the intense
competition.

A science is not “foundationalist” in the way religion and metaphysics are. It does
research within these foundations but not on them. This is why Heidegger (1969) suspected
that science does not “think”—it does not allow thinking to turn to that which remains
unthought as a science goes about its business.

Therefore, science is more “restless” and “homeless” than religion and metaphysics. A
science only has the resting points and periods it makes or allows for itself, until it is ready to
move on, or is pushed to move on by the competition. The periods of rest are short and idle. A
science at rest for a long time is in danger of backwardness and obsolescence. Religions are
calmer because salvation can surely be attained, or already has been attained. Whether or not
salvation is certain cannot be decided by “‘research.”

In modern times, the sheer tempo of scientific research accelerates spectacularly, up to
a level unknown outside of the modern sciences (Price, 1986). Acceleration happens both at
the rapidly moving frontiers of a science, as well as through increasing specialization and



30 STEPHAN FUCHS

differentiation. This makes the experts in a science amateurs in most specialties other than
their own. The increased speed makes it more and more difficult to ““synthesize” scientific
knowledge into a comprehensive ““worldview.” There are still calls for cosilience and unifica-
tion, but they remain at a very abstract level and are opposed by appeals to emergence and
irreducibility. The scientific advances come at a much faster pace than changes in religion or
metaphysics. To be sure, changes occur here as well, but no religion or metaphysics is
structured so as to make discoveries and advances its regular business.

Solutions to a research puzzle in science become pieces in subsequent puzzles. A sci-
ence does not come to its natural end, when all the truths converge into the Truth. Grandiose
reductions to, say, particle physics are sometimes being envisioned, and this is when a science
sounds most ‘“‘metaphysical,” but so far, reduction amounts to little more than promise (Wil-
son, 1998). There is no end to science, unless it is being destroyed, and there is no ‘““final”
theory, as in metaphysics, since a “final” science would put itself out of business—the
business of making more progress in the future.

SOME ANTIESSENTIALIST CAUTIONS

Keep in mind that distinctions between science, religion, and metaphysics are empirical
and revisable. They do not remain constant and do not refer to any ““essences” or natural kinds.
Rather, demarcations and distinctions change together with the actual configurations of
cultural fields and networks. As the relationships between such cultures change, so do their
mutual distinctions and possible insults. Expect that, sometimes, a science will resemble a
metaphysics more than at other times. Since not all the sciences are alike, some might be
structurally and culturally closer to metaphysics or religion than others. Likewise, some more
secular and humanist religions may resonate more strongly with the sciences than more
orthodox and traditionalist religions.

For example, a science undergoing major ruptures or revolutions has its own share of
prophets, virtuosos, and charismatics. But that science cannot stop there, restricting itself to
worship, admiration, or commentary on foundational texts. Rather, a science renormalizes a
prophetic vision into a workable and operational research program. As a result, history and
systematics become separate.

The densely clustered groups at the frontiers of a science sometimes behave in ways
similar to emerging charismatic movements, especially when a novel science comes into being
(Mullins, 1972). However, in the course of its institutionalization, charisma becomes rou-
tinized and decomposed into procedure. A science worships its heroes and geniuses, but not
for their own sake and not because genius represents a link to the transcendental. Rather,
“genius” is the way in which a science explains to itself how it makes its most astonishing
breakthroughs.

Allow for variation and observe when and why a metaphysics becomes more scientific,
or a science more artistic. Demarcations and distinctions are in flux. An ossified religion and a
normal science possibly share a degree of bureaucratic routineness in their everyday opera-
tions, especially when teaching or instructing large numbers of novices and students in the
established truths. There also are some metaphysics closer to science than others, such as
Husserl’s phenomenology or the antimetaphysics of positivism. As a metaphysics turns into an
academic philosophy, it becomes part of an organization and administered in departments.
This process gradually renormalizes and assimilates metaphysics into expert philosophical
“research.”
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So the caution is to not treat empirical distinctions as logical criteria and to allow for as
much variation as possible, both across social and cultural space and over time.

HOW MUCH OF SCIENCE
IS TECHNOLOGY?

Some European philosophers hold that what makes a science scientific is its level of
technical control and success, allowing for the manipulation of predictable effects (Mitcham,
1994). When technology is being criticized, this philosophy is called the “critique of instru-
mental reason.” This critique comes in various more or less conservative and romantic
versions, but the common theme is that technology means mastery of the world. Mastery
becomes possible as the result of mathematical, experimental, and then applied science. Since
the origin of science is in metaphysics, it is ultimately this modern metaphysics that allows for
mastery and domination of the world.

Modernist metaphysics sees the world and Nature as the object to the Subject’s will to
power and representation. Correct representations lead to working technologies. How technol-
ogies are to be used depends on will and decision. Science and technology provide the will
with the power and means of domesticating and disciplining Nature and reified society.
Planning and control become the dominant relation to the world, at the expense of other
relations, such as poetry or metaphysics.

While science does not “make” or ““construct’ nature, it does establish such a relation to
it that nature appears as raw material, to be decomposed and recombined. In this relation, the
world and nature emerge as a lawfully ordered cosmos of observable events. The truth of
science is its own truth, and that truth is not the only possible one. In fact, the truths of science
are rather shallow and superficial, as opposed to, say, the Truth in a metaphysics or religion,
which is deeper, more profound, and longer lasting than mere facts of the matter.

In science, the world appears as such that it can be arranged or rearranged at will and by
decision, guided by facts and true theories. Science builds a home for itself in the world by
means of technology and the instrumental-cum-mathematical reification of the world into
things, facts, and their objective relations. This first happens during the Scientific Revolution,
with metaphysical assistance and assurance from Descartes, Kant, and the empiricists. After
some time, this essentially “modern” way of scientific knowing deems itself the only valid
and reliable one. Weber’s “unbrotherly aristocracy of rational research” begins its long reign.
Whatever knowledge fails to measure up to scientific standards is, from now on, not really
knowledge at all.

Since science is cumulative, control and mastery of the world improve over time, with
better scientific and social technologies. Progress is possible precisely because science forgets
its own metaphysical origins and dimensions. Science cannot even ask the sorts of questions
metaphysics or religion ask, let alone transform and renormalize them into soluble puzzles
analyzed by the current methods and tools. For science, there is no metaphysics beyond or at
the foundation of physics, or else such a metaphysics is sheer nonsense and charlatanry.

This latter insult and assault on metaphysics marks a watershed: Philosophy becomes
“scientific philosophy” with Logical Positivism and its analytical heirs. The more thorough
and complete this transformation, the more philosophy becomes science’s handmaiden, ap-
pendix, or popular mouthpiece. Much of this analytical philosophy is philosophy of science,
which provides science with cultural rationalizations and myths.

The remaining metaphysics becomes academic philosophy. In the university, philosophy
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becomes part of the Betrieb, which is when metaphysics dissolves. Its organizational form is
the cult or charismatic movement, not specialized intellectual administration. From then on,
philosophy lives a spooky shadow existence between the humanities and sciences. It loses its
identity and becomes uncertain about what philosophy still can do once the sciences move into
its territory.

In this European view, science and technology are essentially identical, united by the
driving force of instrumental Reason. In this view, what makes a science scientific ultimately is
its technical success in bringing about predictable and observable effects. Science works
because it is true, and we know it to be true since it works. With this circle, the fact that science
is the only way to find out the truth becomes obvious and self-evident.

SOME TROUBLES IN EUROPE

Metaphysics is essentialism and wants to be. In essentialism, there are things-in-
themselves, natural kinds, and Being, in addition to empirical and observable Beings. In
essentialism, what a science does follows from what it “is,”” and it is, by its very nature or
essence, that which metaphysics believes this essence to be.

Against essentialism, allow for variation and introduce the second-order observer. Socio-
logically, an essence is not really an essence but an outcome of holding something constant
and doing this for a long time, until it becomes habit or institution. An essence emerges as a
web of forces and temporarily freezes into a stable and steady eigenstate. This is how the
observer “philosophy” observes science—at a large distance from where science is actually
made, exaggerating its unity, rationality, and logic. Recall that, once an observer moves closer
to the sites of science-in-the-making, this essence dissolves into higher complexity.

Empirically, there is little unity or logic to science. Science and technology are related,
but loosely so. Citation data suggest that much of the science that gets done leads nowhere and
makes little difference to other science or future science (Price, 1986). It has proven terribly
difficult to “finalize” research according to preset plans and goals. A technical device that
works “follows” more from other devices, those that work already, not from a theory or true
representation. There is no direct logical path leading straight from a scientific finding or
discovery to a working technical device.

Likewise, metaphysics exaggerates and overestimates technological mastery and effec-
tive scientific control. Frequently, control is fragile and prone to breakdowns and failures. This
fragility increases with closer coupling and complex interactions (Perrow, 1984). Some
sciences, such as those associated with “complex systems,” warn against the revenge effects
and unplanned consequences of interventions and manipulations. Planning and prediction
happen but so do surprises, and surprises often generate still more surprises. The surprises also
come at a much faster rate than do the firm and solid solutions. Science and technology are not
really that impersonal, cold, or instrumental. There are areas and periods of intense conflict,
passion, and drama.

EXPERIMENTAL CONTROLS

The European critics and romantics exaggerate the unity of science and technology, but
they do point at a feature that distinguishes science from other ways of relating to reality.
This feature is the laboratory, where experiments are being arranged and performed. There
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might be laboratories and experiments outside of science, but those in science are distinctive in
that they try to “entrap” nature by putting it to the test outside of where that nature usually
occurs. The displacement of nature inside the laboratory and then again from the laboratory
into the world, strengthens control, but this is control over the experimental settings and
conditions, not, or at least not yet, control in the sense of technical mastery.

Inside the laboratory, nature is being decomposed and rearranged. This is the sciences’
“analytical” approach as opposed to more “holism” in metaphysics and religion. Parts of
nature are being subjected to unusual trials and tribulations. Experiments speed up or slow
down reactions to ‘“‘unnatural” levels; they dissect, bombard, and mix up their materials.
Laboratories are arranged so that the experiments done can hold constant that which makes
a difference to an outcome or effect, but is not currently under investigation.

Experiments focus the attention space on very selective and restricted forces and vari-
ables. They separate signals from noise by eliminating backgrounds. It is this analytical
zooming-in on isolated signals that makes “cumulation” in a science possible. Progress or
cumulation occur when most of the world is taken for granted, including any ‘“‘presupposi-
tions” research might rely on (Fuchs & Spear, 1999). Cumulation loses its progressive and
linear directionality when there is no narrow focus of attention on well-defined puzzles and
parameters. Cumulation can occur because experiments “make everything else equal.”

Unlike metaphysics, a science does not start anew each day, with the great mysteries of
Being. Instead, it operationalizes its problems into soluble puzzles that can be worked on in
specialist settings of expertise. In this, one picks up where one left yesterday. In no way does
this imply that all the problems a science poses to itself are actually solved in some way.
However, the problems that are currently unresolvable will become tractable in the future,
when more is known and better instruments are available. A science knows of no “essential”
mysteries.

Religion and metaphysics do not “cumulate” or make ““advances.” They remain textual
modes of mental production, restricted to reading and writing. This also restricts their ability
to tinker with their materials and equipment. Nonexperimental sciences may have substitutes
for experimentation, such as regression analysis and historical comparisons, but these are poor
substitutes indeed and remain dependent on verbal and discursive operations.

What makes a science scientific then also is its high instrumental and experimental
capacity for progress. Metaphysics does not make and does not want to make any progress. A
“progressive’’ religion turns into a more secular worldview, moving away from the sacred,
until the Gods begin to escape altogether or become privatized and personal. In many
humanities and the humanistic social sciences the very idea of “progress” has become ideo-
logically suspect.

WHAT WOULD MAKE
SOCIOLOGY SCIENTIFIC?

The prospects for cumulative advances become dimmer still as an intellectual network
becomes fragmented into competing ideological positions and movements. Structural frag-
mentation also fragments the common attention space. A science turns into rival ideological
camps when the suspicion hardens that observation is not “‘disinterested”” but driven by
unacknowledged standpoints, perspectives, or political biases. Then, a central intellectual
strategy is to “reveal” these underlying biases and interests. Science turns into mutual
ideological critique and exposure. Theories lose their innocence and are not to be taken at face
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value. Science becomes ideological politics, driven by the institutional entrenchment of
diverse status groups. In the end, science itself becomes ideologically suspect, as an ally of
capitalism, imperialism, ethnocentrism, sexism, and so on.

What kinds of work are being done once science fragments into ideological politics?
Prominent specimens include textual or “discourse analysis,” social theory and philosophy,
critical theory, exegesis and commentary, or foundational and epistemological “critique.”
History gains precedent over systematics. Moral and political advocacy of some ‘“‘cause” or
other becomes acceptable. Debates on the “identity” of a field or discipline run rampant. Very
little gets actually solved or resolved, so that old problems and puzzles do not go away but
appear and reappear all the time. There is little consensus on even basic matters, such as
whether a field “is” a science or even whether it “should” be. The very idea of “‘progress”
comes under attack.

Fields or disciplines where these sorts of work prevail are, in a sense, ‘“metaphysical,”
not “‘scientific.” A sign of metaphysics is not being able or not wanting to forget the sacred
origins and authentic foundations. But this very forgetting is a crucial condition for research
and cumulation. These take place when the attention space is very narrowly focused on
solvable puzzles for which a protocol of decidability is available. Such protocols do not
effectively make sure that a problem or puzzle will, in fact, be resolved, but they do limit
which sorts of questions and answers count as a possible solution or step toward solution. No
cumulative advances can be made in the presence of manifest uncertainty and controversy
over foundational enigmata and mysteries. What makes a science unscientific is its inability
to forget its past.

SOME HYPOTHESES

In lieu of a conclusion, here is a hypothetical list of empirical features that distinguish
science from metaphysics and religion:

1. A science looks forward and expects to make further progress in the future.

2. A science forgets its origins and brackets its foundations or presuppositions.

3. A science is organized into specialized research professions making continuous
advances in highly restricted areas of expertise.

4. Research is done in more or less circumscribed programs or projects for which
funding can be obtained.

5. The previous results of a science are the conditions for the current work which
generates future results.

6. A science goes to work on relations, not essences.

7. Atthe uncertain and intensely competitive frontiers of a science, rapid discoveries and
innovations are being made. These form the backbone of the reputational structure.
High reputations go to discoverers, not sages, priests, or guardians of traditions.

8. Laboratories and equipment allow a science to perform experiments on a select
arrangement of variables under controlled conditions.

9. A science institutionalizes nonideological modes of observing, or “objectivity.”
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CHAPTER 3

Formal Theory

GUILLERMINA JASSO

INTRODUCTION

We do theory because we want to understand human behavior. The objective of sociology,
as of the other human sciences, is to accumulate reliable knowledge about human behavioral
and social phenomena. We do theory because of the conviction that theoretical analysis
enables swift progress to the goal of understanding human behavior. And we do formal theory
because of the conviction that formal theory enables swifter progress to deeper understanding
of human behavior.

In this chapter we discuss formal theory. We begin by surveying briefly the entire land-
scape of sociological analysis in order to locate theory and then formal theory within it.
Sociological analysis consists of three kinds of activities: developing a framework, construct-
ing theories, and carrying out empirical work. The framework collects the central questions of
the field and the basic building blocks for addressing them. The framework and the theories are
linked because the theories address questions posed in the framework and because some of the
building blocks in the framework become the assumptions of theories (and others later appear
among the predictions of theories).

To characterize formal theory, we address the objective and structure of formal theory, as
well as criteria for judging particular formal theories. As will be seen, we discuss two main
types of formal theory, plus a hybrid form that combines the two types. The two types are
deductive theory and hierarchical theory. Deductive theory, however, is of the first importance,
and much of the discussion will pertain to deductive theory only (plus the deductive compo-
nent of hybrid theories). Indeed, the term ‘“theory” when used alone will always refer to
deductive theory, as will the criteria for judging a theory.

Both deductive and hierarchical theory have two-part structures. The first part contains
the postulates of the theory; the second part contains the predictions, in the case of deductive
theory, and in the case of hierarchical theory, the constructed propositions.

A theory is judged in two ways. First it is judged in terms of theoretical criteria. Theories
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Sciences, Stanford, California. I gratefully acknowledge the Center’s support. I am grateful to Stefan Liebig for many
helpful comments and snggestions.
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that survive theoretical scrutiny are then judged by empirical tests of their predictions. The
theoretical criteria are simple: The postulates should be mutually logically consistent; there
should be a minimum of postulates and a maximum of predictions; and the predictions should
include novel predictions, that is, predictions for phenomena or relations not yet observed. Of
course, a theory can satisfy all the theoretical criteria and yet be false; empirical evidence is
the final arbiter.

Beyond satisfying the criteria by which a theory is judged—and in particular, raising new
questions via its novel predictions—a good theory displays one or more of several useful
features: the prediction mix includes both intuitive and counterintuitive predictions; the
predictions span all levels of analysis; the theory provides a foundation for measurement; and
the theory yields a framework for interpretation of rare or nonrecurring events.

To illustrate our discussion of sociological analysis and of formal theory, we draw on the
study of the sense of justice. We examine the framework for justice analysis and discuss five
theories from the portfolio of theoretical justice analysis. The five theories include deductive,
hierarchical, and hybrid theories, and they illustrate somewhat different approaches and tools
within the formal theory tradition. As well, they are at different stages of development, ranging
from fledgling theories with few predictions to the justice version of comparison theory
(hereafter simply “justice-comparison theory’”), which is sufficiently well developed that it
and its parent theory are described in a separate chapter of this book. The diversity of the
theories in the justice portfolio makes them ideally suited for illustrating formal theory. It is
likely that a broad range of theories encountered or constructed in social science will resemble
in approach, form, content, fruitfulness, or stage of development one or another of these five
specimens. Moreover, the five include theories related to each other in ways that exemplify
general relations among theories.

This chapter is organized as follows: the second section considers the three main activities
of sociological analysis: developing a framework, constructing theories, and carrying out
empirical work. In the third section we discuss theory and formal theory. Illustration via the
five specimen theories is provided in the fourth section. The chapter concludes with a set of
frequently asked questions (FAQs) about formal theory.

THE TRIPTYCH
OF SOCIOLOGICAL ANALYSIS

Sociological analysis consists of everything that sociologists do in order to describe and
understand human behavioral and social phenomena.! The subject matter of sociological
analysis may be any aspect or part of the large set of behavioral and social phenomena, and this
topical domain gives its name to the particular analysis that is undertaken. For example, class
analysis examines the workings of class-related phenomena; gender analysis investigates
gender-related phenomena; justice analysis addresses the operation of the human sense of
justice; conversation analysis focuses on conversation-related phenomena; and so on. Indeed,
every substantive area in sociology—and every chapter in Part III of this volume—can be
thought of as [+] analysis, where [*] is a placeholder for the topical domain. In the same way
that the objective of sociological analysis is to describe and understand the whole of human
behavioral and social phenomena, the objective of [*] analysis is to describe and understand
the [+] subset of human behavioral and social phenomena.

Until recently I held the view that the enterprise of sociological analysis could be usefully

IGenerations of graduate students have begun their doctoral work with a required course titled, ““Sociological
Analysis.” The history of these courses and their content is yet to be written.
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subdivided into two main parts—theoretical work and empirical work—and so, too, the
enterprise in any domain-specific analysis. That is indeed the inherited and time-tested view.
But a newer and perhaps more useful view is that sociological analysis consists of three kinds
of activities: not only theoretical analysis and empirical analysis but also, and even more
basic, developing a framework.

In the framework, sociologists pose the central questions in a field or subfield and develop
the basic building blocks that will be used in both theoretical and empirical work. Theoretical
analysis begins with an assumption, and empirical analysis begins with a testable proposition.
But these—assumption and testable proposition—have to come from somewhere. That some-
where, I submit, is ultimately and fundamentally the framework. To be sure, as we will discuss
below, in the most wonderful kind of theory—deductive theory—the theory yields implica-
tions that become the testable propositions of empirical analysis. Yet, in any scholarly
adventure, there always are empirical tests of propositions that do not come from theory; that
is, there are always inductive explorations. And these tests, these explorations, draw their life
from the framework.

Thus, the framework provides building blocks which become the starting assumptions of
theories and which also lead immediately to empirical work. It may also happen that relations
which arise in the framework later emerge as theoretical predictions. Our emphasis, however,
is on the framework as the source of building blocks, and hence we highlight elements of the
framework which become the assumptions of theories rather than elements which subse-
quently appear as theoretical predictions.

Developing a Framework—Justice Analysis

Typically, the building blocks in the framework are formulated by analyzing the basic
questions in the field. An example will provide concreteness. In justice analysis, whose
objective is to describe and understand the operation of the human sense of justice, the
framework begins with four questions, which are thought to cover the core issues in the field
(Jasso & Wegener, 1997):

1. What do individuals and collectivities think is just, and why?

2. How do ideas of justice shape determination of actual situations?

3. What is the magnitude of the perceived injustice associated with given departures
from perfect justice?

4. What are the behavioral and social consequences of perceived injustice?

In the course of thinking about each of these questions, of considering how to address
them, the building blocks emerge.

Building Blocks from the First Question

Thinking about the first question—What do individuals and collectivities think is just,
and why?—it quickly becomes clear that there is always one fundamental actor: the person
who forms ideas of justice and makes judgments about justice and injustice; this actor is called
the observer. Indeed, the terms *“‘just” and ““justice” are always shorthand for “just in the eyes
of the observer” and “justice in the eyes of the observer.” It also quickly becomes clear that in
the distributive-retributive realm there is a second fundamental actor: the recipient of the
benefits and burdens that awaken the sense of justice; this actor is called the rewardee. The
observer forms ideas about the just reward, in a particular distributive or retributive domain,
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TasLE 3.1. The Just Reward Matrix for N Observers and R Rewardees

€1 fr2 Sz e Cip
Cy1 € Co3 - Cp
C= ey cn o o O

v v Cns

Norte: In the matrix above, ¢, denotes the observer-specific/rewardee-specific just reward, where ¢ denotes
the just reward, observers are indexed by i (= 1, ..., N), and rewardees are indexed by » (r =1, ..., R).

for a set of rewardees (including perhaps him- or herself).2 The ensuing set of just rewards is
called the observer-specific just reward distribution; its parameters, such as the mean and
inequality, reflect the observer’s principles of macrojustice. Similarly, the principles that guide
each observer’s ideas of the just reward for specific rewardees are embodied in the observer-
specific just reward function, which relates the just reward to characteristics of the rewardees;
and the parameters of the just reward function reflect the observer’s principles of microjustice.

If other observers also form ideas about the just rewards in this domain, all of the
observer-specific/rewardee-specific just rewards together can be arrayed in a just reward
matrix. Corresponding to each observer, there is an observer-specific just reward function, just
reward distribution, and principles of microjustice and macrojustice. All these are visible in or
estimable from the just reward matrix. Table 3.1 presents the just reward matrix, where ¢
denotes the just reward, observers are indexed by i (i =1, ..., N), and rewardees are indexed
by r (r =1, ..., R). The observer-specific/rewardee-specific just reward is thus denoted c, .

Of course, individuals form ideas of justice about many things, not only about individ-
uals’ rewards, and these produce their own new building blocks. For example, individuals
form ideas about the just mean and the just inequality in a distribution.

In the example of justice analysis, it is the activity of posing the central questions and then
thinking about how to address them that quickly leads to a large set of building blocks, of
which the ones discussed in the preceding paragraph are a small subset. Note that the building
blocks in the framework are ready for use in two ways. First, they are ready for use to construct
theories. Second, they are ready for use in empirical work; quantities like the just reward can
be measured, and relationships like the just reward function can be estimated.

Two of the five specimen theories used as examples in this chapter—allocation theory
and Anselmian theory-—use building blocks formulated in addressing the first central ques-
tion. These building blocks include the just reward and the just inequality.

Building Blocks from the Second Question

In addressing the second question—How do ideas of justice shape determination of
actual situations?—a new building block arises immediately, and this is the actual reward
received by the rewardee, denoted @ . Along with it, there arise an actual reward function, an
actual reward distribution, and, if observers misperceive the actual rewards, an actual reward
matrix. When misperception occurs, each actual reward is observer-specific as well as
rewardee-specific, and the placeholder dot in the subscript becomes the index for the observer,
as in a, . The actual reward function is well known in social stratification, where it appears in
various forms, including an earnings function, an occupational attainment function, and an

2The term “reward” is used as a convenient shorthand for both goods and bads, benefits and burdens.
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educational attainment function. In justice analysis, however, there is an added twist, as the
determinants may include, besides the usual factors in these functions, and sometimes instead
of them, allocators’ ideas of justice.

In some situations, actual rewards are determined by committees or boards whose
members in turn rely on their ideas of justice. Of course, the members of such committees or
boards may differ in their influence on the actual rewards or on the actual rewards of particular
rewardees, producing the observer-specific/rewardee-specific weight, denoted w, . As with the
just rewards and actual rewards, the weights can be arrayed in a matrix, called the weight
matrix.3 BEach rewardee’s actual reward is a weighted mean of the just rewards assigned to him
or her by all the members of the society.* That is, it is a function of the just rewards and the
weights attached to all the members in deciding this particular person’s actual reward:

N
a.r = %Cirwir (1)
i=
It follows that the actual reward distribution, denoted A, is a linear combination of the N C,
weight distributions:

A=2CW, (2)

Again, note that these new building blocks are ready for use both to construct theories and
in empirical work. We shall see their use in three of the specimen theories: allocation theory,
Anselmian theory, and just society theory.

Building Blocks from the Third Question

Thinking about the third central question—What is the magnitude of the perceived
injustice associated with given departures from perfect justice?—Ileads to a new variable, the
Jjustice evaluation, and a new function, the justice evaluation function. The justice evaluation
expresses the observer’s judgment and sentiment that the rewardee (possibly him- or herself)
is justly or unjustly treated, and if unjustly treated, whether overrewarded or underrewarded
and to what degree. The justice evaluation is represented by the full set of real numbers, with
zero representing the point of perfect justice, negative numbers representing unjust under-
reward, and positive numbers representing unjust overreward (panel A, Table 3.2). Thus, a
justice evaluation of zero indicates that the observer judges the rewardee to be perfectly justly
rewarded. A justice evaluation of —3 and a justice evaluation of —5 both indicate that the
observer judges the rewardee to be unjustly underrewarded, with the rewardee associated with
the —5 judged to be more underrewarded than the rewardee associated with the —3. Similarly,
a justice evaluation of 3 and a justice evaluation of 5 both indicate that the observer judges the
rewardee to be unjustly overrewarded, with the rewardee accorded the 5 judged to be more
overrewarded than the rewardee accorded the 3.

By the time we reach the third central question, we already have in the set of building
blocks the just reward (from analyzing the first question) and the actual reward (from
analyzing the second question), and it is thus natural to think of the justice evaluation as arising
from the comparison of the actual reward to the just reward. This comparison may be stated as

3Sometimes the weight matrix is called the power matrix, as each observer’s weights in determining the actual rewards
may reflect his or her power.

40f course, in the case in which actual rewards are decided by special committees or boards, the weights of most
members of society will be zero.
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TABLE 3.2. The Justice Evaluation and the Justice Evaluation Function

A. Mathematical Representation of the Justice Evaluation

Underbenefit Overbenefit
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B. The Justice Evaluation Function: General Form

Version 1 Version 2
JG = JS(A,C), 3JSI8A > 0, 9J6/aC < 0, J = 0[JA. O],
aJloA > 0, 3aJ/6C < 0,
® > 0 for a good, 6 < O for a bad,
Jag=cy) =0, Jlayg=¢y) =0,

JB = JB(A,C), 8JB/0A < 0, 8J/0C > 0,

where J denotes the justice evaluation, A denote the actual reward, C denotes the just reward, the superscripts G and B
denote good and bad, respectively, and 8 denotes the signature constant; the sign of 8 is called the framing coefficient
and the absolute value of 8 is called the expressiveness coefficient.

C. The Justice Evaluation Function: Logarithmic-Ratio Form

Version 1 Version 2

A
In (-E), for a good A
J o J=0In <E)

C
In <X>’ for a bad

a general function: The justice evaluation is a function of the actual reward and the just reward,
such that, in the case of a good, for example, the justice evaluation increases with the actual
reward and decreases with the just reward and such that when the actual reward equals the just
reward, the justice evaluation equals zero, the point of perfect justice (panel B, Table 3.2).

Further reasoning about the justice evaluation function, in particular, reasoning about the
properties of a desirable functional form, leads to a new specific form, the logarithmic-ratio
specification of the justice evaluation function.® In this form, the justice evaluation varies as
the natural logarithm of the ratio of the actual reward to the just reward, in the case of a good,
and, in the case of a bad, as the logarithm of the ratio of the just reward to the actual reward (as
shown in version 1, panel C, Table 3.2). The logarithmic specification imparts several good
properties to the justice evaluation function, including the property that it quantifies the
common human experience that deficiency is felt more keenly than comparable excess.

Additionally, there is a parameter called the signature constant, which plays two parts. Its
sign, called the framing coefficient, indicates whether the observer regards the reward under
consideration as a good or as a bad (positive for a good, negative for a bad). Its absolute value,
called the expressiveness coefficient, indicates the observer’s style of expression.

The framework distinguishes between the observer’s experience of the justice evaluation
and his or her expression of the justice evaluation. The experienced justice evaluation is
written as in version 1 (panel C, Table 3.2), or more simply if the context unambiguously refers
to only a good or only a bad. For example, in the case of a good, the experienced justice
evaluation is written:

5T am here following a logical sequence from general to specific function. In point of fact, the logarithmic-ratio specifi-
cation of the justice evaluation function was discovered before the general justice evaluation function was formulated.
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J¥=1n <%> 3)

where A denotes the actual reward, C denotes the just reward, and J* denotes the experi-
enced justice evaluation.

The observer’s style of expression transforms the experienced justice evaluation into the
expressed justice evaluation. The expressed justice evaluation is thus written as the product of
the experienced justice evaluation [as in Eq. (3)] and the expressiveness coefficient (the
absolute value of the signature constant). More generally and more simply, for both goods and
bads, the expressed justice evaluation is written

J=0In (%) 4)

where J denotes the expressed justice evaluation and 6 denotes the signature constant.

Like the just rewards, the justice evaluations are both observer-specific and rewardee-
specific. They, too, are often arrayed in a matrix, called the justice evaluation matrix and
denoted J. The justice evaluation matrix is exactly like the just reward matrix in Table 3.1,
except that the cell entries are justice evaluations instead of just rewards.

Of course, individuals experience the justice evaluation about other things besides
individuals’ rewards, and these may include the mean and inequality in a distribution. For
example, comparison of an actual inequality with a just inequality yields a justice evaluation
about inequality.

It also is useful to have a summary measure of overall injustice in a group or society, and
two measures, called justice indexes, have been developed for this purpose. The first justice
index, JI1, is the arithmetic mean of the experienced justice evaluations, and the second justice
index, JI2, is the mean of the absolute values of the experienced justice evaluations.

More generally, by aggregating the justice evaluation across goods and bads, over time
and across persons, many new representations and quantities are obtained, for example: (1) in-
stantaneous J produced by the joint consideration of several goods (bads), (2) the individual’s
time series of J and its parameters, and (3) the collectivity’s instantaneous distribution of J,
its parameters, and their time series.

As with the building blocks that emerged from analysis of the first and second central
questions, the new building blocks are ready for use in both theoretical work and empirical
work. The experienced justice evaluation function can be used immediately as the starting
assumption for theories, as can the framing coefficient and the expressiveness coefficient. The
expressed justice evaluation function can be used immediately in empirical work.® Framing
theory and justice-comparison theory, discussed below, begin with the framing coefficient and
the experienced justice evaluation function, respectively.

Building Blocks from the Fourth Question

The fourth central question—What are the behavioral and social consequences of per-
ceived injustice?—both plays a prominent part in the predictions of justice-comparison theory
and also yields a basic expression, the justice consequences function, which can be used
immediately in empirical work. The justice consequences function assesses the behavioral and
social effects of a large set of terms based on the justice evaluation function, including the

6Given current measurement technology, empirical work that observes or measures the justice evaluation always must
use the expressed justice evaluation; to estimate the experienced justice evaluation, it is necessary to estimate the
signature constant and then convert the expressed justice evaluation into the experienced justice evaluation.
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individual’s justice evaluation, parameters of the individual’s set of justice evaluations, pa-
rameters of the social distribution of justice evaluations, and so on.

The Framework Collects a Large Set of Building Blocks

Reasoning in this way about all four central questions yields a large set of building
blocks, which are now ready for use in both theoretical justice analysis and empirical justice
analysis. (Moreover, as already noted, some of the elements in the framework will later appear
as the predictions of theories.) The experienced justice evaluation function, for example, is the
starting assumption in several justice theories (including justice-comparison theory, one of the
specimen theories in this chapter whose generalized version is more fully discussed in Part 111
of this volume). It proves itself exceedingly fruitful, yielding an abundance of implications for
behavioral and social phenomena in far-flung domains, from crime to war to monasteries. The
expressed justice evaluation function is a building block in empirical justice analysis. Estima-
tion of the justice evaluation function immediately yields estimates of the signature constant;
estimation of a form of the expressed justice evaluation function in which the just reward is
unobserved yields, besides the signature constant, estimates of the equation R2, which in a
specified subset of cases has a substantive interpretation (whether actual inequality is greater
or lesser than just inequality), and, surprisingly, estimates of the observer-specific/rewardee-
specific just rewards, together with estimates of the experienced justice evaluation and the
justice indexes. Note that the empirical work just described does not pass through the
theoretical work; it does not depend on derivation of theoretical implications.

The Triptych of Justice Analysis

As the foregoing discussion suggests, it has become useful to think of justice analysis as
encompassing three branches: framework for justice analysis, theoretical justice analysis, and
empirical justice analysis. Justice analysis thus can be represented by a triptych, as illustrated
in Figure 3.1. The center panel summarizes the framework, highlighting the four central
questions and the set of building blocks. The left panel depicts theoretical work. The right
panel depicts empirical work. We have superimposed five arrows to link the panels. Note that,
consistent with our discussion so far, three arrows originate in the framework and end in the
theoretical and empirical panels. Two of these go to the theoretical panel and one to the
empirical panel. In our discussion thus far, we have not yet differentiated between kinds of
theories, and thus we leave for a later section further discussion of the two arrows that go from
the framework to the theoretical panel (as well as of the two arrows that go directly from the
theoretical panel to the empirical panel). The arrow that goes from the framework to the
empirical panel, on the other hand, refers precisely to the sorts of empirical work described in
the previous paragraph, such as estimation of the just reward function for every observer,
estimation of the signature constant for every observer, and so on.

The Triptych of Sociological Analysis and of Other Subfields

In the same way that justice analysis is best represented by a triptych, other subfields of
sociology similarly can be represented by a triptych, as can the whole of sociological analysis.
For example, the study of inequality—inequality analysis—can be thought of as the triptych
of framework, theoretical inequality analysis, and empirical inequality analysis. So, too, can
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Ficure 3.1. The triptych of justice analysis.

the study of migration—migration analysis—and the study of race—race analysis. In all these
cases, the framework begins with the central questions of the field; as the questions are
addressed, the building blocks emerge. Then both theoretical and empirical analysis use the
building blocks as the foundation for constructing theories and carrying out empirical work.

As new theoretical and empirical work accumulates and is codified, each domain-specific
triptych would grow. Many would be similar to the justice analysis triptych (Fig. 3.1).
Examination of the triptych would yield clues as to which fields might be understudied and
what may be major gaps in knowledge. A succinct way to summarize the entire discipline is by
collapsing the headings of the major triptychs onto a single chart, as in Fig. 3.2

Before leaving the large landscape of sociological analysis to focus on theory, we pause
to notice that the building blocks developed in the framework for justice analysis were born
already “‘formalized.” We did not “formalize” them; they simply appeared that way. The
justice evaluation variable seemed inherently representable by the real-number line. The set of
observer-specific/rewardee-specific just rewards seemed inherently representable by a matrix.
The set of rewardee-specific just rewards in the eyes of a single observer seemed inherently
representable by a distribution. The relationship between the actual reward, just reward, and
justice evaluation seemed inherently representable by a function, as did the relationship
between the just reward and the rewardee characteristics.

It is an open question how formal the frameworks will be, initially, in other domains, that
is, how much additional work may be required to formalize the basic building blocks. Was
justice analysis peculiar in its immediate formalization? Do topical domains vary in the ease
with which their central questions yield already-formalized building blocks? My impression is
that some domains are almost inherently already formal or already almost-formal. These
domains would include inequality analysis, migration analysis, network analysis, and choice
analysis. Further thought, however, of the sociology-of-science kind, is required in order to
address this question more fully and deeply.

THEORY AND FORMAL THEQORY
Preliminaries
A theory begins with an assumption. This assumption, alone or with companion assump-

tions, illuminates the topical domain. It does so by yielding implications that become, vari-
ously, new answers to old questions or unexpected new questions. It yields results that make
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FiGure 3.2. The triptychs of sociological analysis.

some relationships necessary and others impossible; it requires some things and forbids others.
Theory is like a tree, with all the branches (implications) springing from the same trunk
(assumptions). Vast areas of the human experience are linked to a simple and parsimonious set
of starting principles.

A theory may be thought of as a list of sentences, including both statements (sentences
that can be true or false) and other sentences like definitions and identities. In doing or judging
theory, the most fundamental and important habit of thought is to characterize each sentence
according to the part it plays in the theory. Is it an assumption or an implication? or something
else? The student or theorist who always knows which sentences are assumptions and which
are implications has the most formidable defense against confusion, ambiguity, and error. And
the theorist who labels the sentences by the part they are playing is doing a service of inesti-
mable value to the discipline; besides guarding against error, he or she is saving others pre-
cious time.

It is sometimes said that a theory is general and abstract. What this means, properly
understood, is that the assumptions of the theory are general and abstract: A theory begins at
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a general and abstract level, but the theory ends at the most particular and concrete levels. Of
course, it is the generality and abstractness of the assumptions that enable derivation of
implications for wide fields of phenomena. The full theory, however, cannot correctly be said
to be general and abstract, for if it is a good theory, its implications include observable,
particular phenomena and relationships. Part of the great adventure of doing theory is pre-
cisely this: great empirical surprises follow from theoretical derivation.

It is sometimes said that a theory is an interrelated set of propositions. Of course, the
statements in a theory are *‘interrelated,” but this characterization blurs the great and essential
distinction between assumptions and implications and the special way in which assumptions
and implications are related to each other.

To achieve precise understanding of the character of the interrelationship among the
sentences of a theory, we introduce a distinction between two kinds of theories and as well
sharpen our vocabulary. Earlier in the chapter we referred to deductive theory as the most
wonderful kind of theory, and our discussion in the previous section about assumptions and
implications implicitly took deductive theory as the standard. We turn now to discuss explic-
itly two main theoretical forms, plus a third, which is a combination of the two main forms.

Types of Theories

There are two main kinds of theories. The first is classical deductive theory, which traces
its origins to Newton (Toulmin, 1978). In deductive theory, the assumptions are clearly stated,
and testable implications are deduced from the assumptions; the usefulness and validity of the
assumptions is established by testing the implications. In this first kind of theory, there are two
kinds of propositions: propositions in the assumption set and propositions in the prediction set,
and the relation between them is one of strict deduction. The second main kind of theory is
hierarchical theory [in Toulmin’s (1953) terminology]. In hierarchical theory, the assumptions
are clearly stated, and testable propositions are constructed by linking observable terms with
terms in, or produced by, the assumptions. In this second kind of theory, there are two kinds of
propositions: propositions in the assumption set and the constructed testable propositions.

In both deductive and hierarchical theory, two things are made explicit: what kind of
proposition each proposition is, and the precise nature of the interrelationship among the
propositions. Both deductive and hierarchical theory have bipartite structures. Both begin
with a set of assumptions.

However, the second part differs radically between deductive theory and hierarchical
theory. While in deductive theory the statements in the second part are deduced from the first
part, in hierarchical theory the statements in the second part are constructed in a somewhat ad
hoc way. That is, while in deductive theory the operation for obtaining the statements in the
second part is deduction, in hierarchical theory the operation is a conjecture that one or more
observables are related to one or more terms that appear in the assumptions or are produced by
the assumptions. Below we shall look at examples, but first it is necessary to sharpen our
vocabulary, in particular, to restrict, for clarity, use of the term ‘‘proposition.”

ASSUMPTION, Ax1oM, PosTuLATE. To this point, we have used the term “assumption” for
the statements that are assumed in a theory. Assumption is a very general term, however; for
example, it is used in empirical work (as in assumptions about the error term in a regression
equation) as well as in theoretical work. Other terms that are sometimes used include
“axiom,” an assumption with the connotation of “self-evident,” and “postulate,” a term that
appears perfectly suited for theoretical work, as it is not often used in empirical work and as
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well does not carry the “self-evident” connotation of “axiom.” In the remainder of this
chapter, we will use “‘postulate” and ‘“‘assumption” interchangeably.’

3% ¢

IMPLICATION, PREDICTION, CONSEQUENCE. The words “implication,” “prediction,” and
“consequence” are often used as synonyms for each other, referring to the propositions
deduced from the assumptions in a deductive theory. For clarity, we will use only two of these
words, “implication” and ‘“‘prediction,” using them interchangeably.

ProposiTiON.  For the rest of this chapter, we reserve use of the term “proposition” for a
special kind of proposition, namely, one that is used exclusively in hierarchical theories and
exclusively for the statements constructed by linking observables with terms in, or produced
by, postulates. We do this only in this chapter and only to simplify the exposition and avoid
ambiguity.?

Accordingly, the bipartite structure of the two kinds of theories can now be precisely
characterized:

DepucTIVE THEORY. A deductive theory is a list of sentences that may be divided into two
parts, the first part containing the postulates and the second containing testable predictions
deduced from the postulates.

HIERARCHICAL THEORY. A hierarchical theory is a list of sentences that may be divided
into two parts, the first part containing the postulates and the second containing testable
propositions constructed by linking observable terms with terms that appear in, or are pro-
duced by, the postulates.

There is a third, mixed form of theory, in which the same postulates are used both to
deduce predictions and to construct propositions:

Hysrip DEpucTIVE-HIERARCHICAL THEORY. A hybrid deductive-hierarchical theory
may be divided into two parts, the first part containing the postulates and the second part
further subdivided into two parts, one containing predictions deduced from the postulates and
the other containing propositions constructed by linking observable terms with terms that
appear in, or are produced by, the postulates.

Figure 3.3 depicts the three kinds of theories. Sometimes there is an added twist to the
constructed propositions, one not visible in Fig. 3.3. It is this: In a hybrid theory, the
propositions may be constructed by linking observable terms with terms that, while certainly
produced by the postulates, in fact arrive via the predictions.

Deductive theory is more powerful than hierarchical theory, for it makes explicit the
mechanisms by which the observables in the predictions are linked to the postulates. Indeed,
one may think of hierarchical theory as a step along the way, perhaps a composite of hunches
and empirical evidence lying in wait for a deduction to lay bare the mechanism.

Both deductive and hierarchical theory are as one, however, with respect to two de-
siderata. The first is that the postulate set should be as small as possible (see Fig. 3.3). The
second is that the prediction-proposition set should be as large as possible; that is why the
diagrams in Fig. 3.3 have no border at the bottom. A further desideratum is that the prediction-

"Note again that the assumption set or postulate set of a theory typically includes, besides statements (sentences which
can be true or false), other sentences such as definitions and mathematical identities.

80f course, it should be kept in mind that in the larger world outside this chapter, postulates and predictions are
themselves propositions, albeit special kinds of propositions with special tasks.
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Frcure 3.3. Three kinds of theories.

proposition set span wide topical domains and in the case of deductive theory that the
prediction set include novel predictions.

Now that deductive theory and hierarchical theory have received precise characteriza-
tion, we can return to Fig. 3.]. Notice that the theoretical panel is divided by a dashed line into
two sections, for deductive and hierarchical theory, respectively. Look at the two arrows that
travel leftward from the framework panel to the theoretical panel of the triptych. One arrow
goes to deductive theory, the other to hierarchical theory, indicating that building blocks in the
framework become the postulates of both kinds of theories.

Now look at the empirical panel. It is divided into three sections, two of which are linked
to the theoretical panel. Two arrows originate in the theoretical panel of the triptych and end in
the empirical panel. One is an arrow going from deductive theory to theoretical predictions.
The second is an arrow traveling from hierarchical theory to propositions in the empirical
panel.®

Empirical tests are always on the predictions, in the case of deductive theories, and the
predictions/propositions, in the case of hierarchical theories. Empirical tests of the predictions/
propositions enable assessment of the validity and usefulness of the postulates, leading
researchers to revise, refute, or discard one or more of the postulates or to impose boundaries
on their scope of operation.

9As discussed earlier, the top section of the empirical panel is reached by an arrow that originates in the framework.

That is, some empirical work does not pass through the theoretical panel, but is carried out based directly on the
framework. To illustrate: Estimation of the just reward or the just reward function requires only the building blocks
in the framework; it does not require any theory. On the other hand, a hierarchical theory may test the proposition
that the reflexive justice index is related to a country’s level of political development.
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The big adventure of theoretical analysis is the journey from postulates to predictions and
from postulates to propositions. The first, thought of as a theoretical enterprise, leads to what
may be called theoretical discovery. The second leads to what may be called empirical dis-
covery. Both bring great surprises. Both also require a modicum of special tools.

In describing the framework for justice analysis, we noted that little of a formal nature
had to be explicitly undertaken; the quantities and relations seemed to appear already formal-
ized. Of course, that will not always be the case. But whatever the formalization history of the
building blocks that become the postulates of theories, when the time comes to deduce
predictions from the postulates, formal things will almost always be done. Formal tools are
power tools for extracting from the postulates all the information and insights they contain
about wide areas of the human experience.

We now illustrate with five theories from the study of justice.

ILLUSTRATION:
THEORIES FROM THE PORTFOLIO OF
THEORETICAL JUSTICE ANALYSIS

The many building blocks developed in the framework for justice analysis can be used,
alone or in combination, as the postulates of theories. Sometimes additional postulates are
required before predictions can be deduced. In this section, we briefly describe five theories
based on building blocks in the framework for justice analysis. One of these, the justice
version of comparison theory is a special case of the larger comparison theory, which receives
fuller treatment in chapter 30 in this book. Together, these five theories illustrate all three
theoretical structures—deductive, hierarchical, and hybrid—and illustrate as well techniques
for deducing predictions and, finally, the great variability across theories in scope and
fruitfulness, at least as discernible in theoretical work to date.

Allocation Theory

Allocation theory addresses the process by which ideas of justice shape actual rewards; it
thus is a theory addressing the second central question in the study of justice. Allocation theory
begins with three building blocks from the framework for justice analysis—the just reward
matrix, the weight matrix, and the actual reward.'¢

PostUuLATE. The building blocks are combined into a postulate that states:

» Postulate (Just Rewards Determine Actual Rewards): Actually or metaphorically,
actual rewards are produced by aggregation of the observer-specific/rewardee-specific
just rewards; the observers, however, may differ in their influence over each rewardee’s
actual reward.

Formal expressions for all the terms and relations were introduced earlier. To aid in the ex-
position, we report in Table 3.3 all the basic formulas and matrices used in allocation theory.!1

0For an early version of allocation theory, see Jasso (unpublished).

1'We follow the usual notational conventions. Lowercase letters are used to denote elements of a matrix and uppercase
letters to denote the matrix; similarly, lowercase letters are used to denote the values of a variate and uppercase
letters to denote the variate or distribution.
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TooLs FOrR DEDUCING PREDICTIONS IN ALLOCATION THEORY. Allocation theory is a
young theory in justice analysis. New methods are being developed for deducing predictions
from postulates which begin with full matrices; these methods are collectively called the
matrixmodel. Predictions obtained to date are of two kinds: predictions about the inequality in
the actual reward distribution and predictions about the distributional shape of the actual
reward distribution. The matrixmodel tools include theorems on weights (Kotz, Johnson, &
Read, 1988) and theorems from the study of probability distributions, including theorems on
the variance and central limit theorems (Stuart & Ord, 1987), in particular, a version of the
central limit theorem owed to Liapunov (1900, 1901), as strengthened by Lindeberg and Feller
(Wolfson, 1985).

PREDICTIONS OF ALLOCATION THEORY. Predictions obtained to date include the following:

1. The larger the number of independent actors involved in an allocation decision, the
lower the inequality in the actual reward distribution.

2. The larger the number of independent factions (where each faction exhibits internal
consensus on the allocation decision), the lower the inequality in the actual reward
distribution.

3. Power concentrations are under certain conditions indistinguishable from consensus
processes; a dictatorship is equivalent to a society characterized by complete agree-
ment, a triumvirate is equivalent to a three-faction society, etc.

4. Under certain specified conditions, lack of power has the same effects on inequality in
the actual reward distribution as lack of independence of mind.

5. A democracy—defined as a set of equally empowered decision makers—can increase
or decrease inequality, depending on the citizens’ independence of mind.

6. Dissensus has the effect of reducing inequality.

7. When presidents of democratic nations seek to forge a consensus, they are unwittingly
inducing greater inequality.

8. As the number of independent decision makers or of independent decision making
factions grows large, the shape of the actual reward distribution tends to normality.

9. If decision making occurs in separate groups, the within-group actual reward distribu-
tions may be normal and the overall actual reward distribution nonnormal.

REMARKS ABOUT ALLOCATION THEORY. Allocation theory is a deductive theory that
could become a hybrid theory. It has a single postulate: that just rewards determine actual
rewards; this postulate is based on building blocks from the framework for justice analysis.
Predictions are deduced by using mathematical tools. The postulate does not describe a feature
of human nature but rather a feature of a societal arrangement. Thus, the predictions hold for
any situation to which the postulate applies. Accordingly, the predictions may be exciting,
perhaps novel, certainly observable, but they are not testable in the usual sense. Indeed, the
predictions have more the character of mathematical theorems. What the predictions contrib-
ute, however, is a new perspective on the signal importance of two factors (1) societal arrange-
ments and (2) independence of mind. This sets the stage for both inductive exploration of the
conditions under which arrangements such as that described in the postulate are instituted, the
determinants of variability in the weights of decision makers, and the determinants of indepen-
dence of mind. Concomitantly, terms in the postulate, such as the weights of decision makers,
and new terms produced by the postulate via the predictions, such as independence of mind,
can be used to construct propositions for a new hierarchical-theory component. Allocation
theory could soon become a hybrid theory.
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TasLE 3.3. Basic Formulas and Matrices in Allocation Theory

A. The Just Reward Matrix B. The Weight Matrix
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D. The Actual Reward Distribution

Anselmian Theory

Like allocation theory, Anselmian theory also addresses the second central question in
the study of justice—How do ideas of justice shape the actual rewards? Its basic postulate is
an idea proposed by St. Anselm of Canterbury, with immediate application to some of the
building blocks in the framework for justice analysis, including ideas of justice, the just in-
equality, the actual reward, and the actual reward distribution. Anselmian theory is a hybrid
theory, including both deductive and hierarchical components.!2

PostuLATE. The basic postulate is stated:

» St. Anselm’s Postulate (Two Inclinations of the Will): Let the will have two inclinations,
as proposed by St. Anselm, the affectio commodi and the affectio justitiae. The affectio
commodi directs toward the individual’s own good, and the affectio justitiae directs
toward justice, toward the good of society.

TooLs FOR DEDUCING PREDICTIONS FROM ANSELMIAN THEORY. The first tool consists
of representational devices, including preference orderings and their configuration. For exam-
ple, to represent the situation in which the two preference orderings are exactly opposite, the
tool used is that of conjugate rankings (Kotz, Johnson, & Read, 1982, p. 145). In the application
of Anselmian theory to choosing an actual reward distribution, tools are drawn from the study
of probability distributions (Stuart & Ord, 1987; Johnson & Kotz, 1970a,b).

PREDICTIONS DEDUCED FROM ANSELMIAN THEORY. Predictions of Anselmian theory
include the following predictions, of which the first five are general and the remainder are from
an application of Anselmian theory to choosing an actual reward distribution:

1. In examining behavioral alternatives in a decision-making situation, the individual
rank-orders the alternatives according to the Anselmian inclinations, producing two
preference orderings.

2. The two preference orderings may be identical, or exactly the reverse of each other,

BEarly work on Anselmian theory is reported in Jasso (1989b).
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or neither identical nor exactly opposite. If the two preference orderings are identical,
the individual is said to be in the state of harmonys; if the two preference orderings are
exactly opposite, the individual is said to be in the state of conflict; and if the two
preference orderings are neither identical nor exactly opposite, the individual is said
to be in the state of ambiguity.

. If the number of alternatives is two, then the individual is in either the state of

harmony or the state of conflict; if the number of alternatives is greater than two, then
the individual may be in the state of harmony, conflict, or ambiguity.

. Individuals in harmony cannot be characterized as being either altruistic or egoistic.
. Individuals in conflict demonstrate by their decision whether they are altruistic or

egoistic.

The remaining predictions are from the application to choosing an income distribution. In
this application, persons in harmony are those for whom as own income increases, income in-
equality decreases; for persons in conflict, own income is an increasing function of income
inequality; and for persons in ambiguity, own income is a nonmonotonic function of income
inequality. In the special case of an electoral contest between two candidates whose policies
would produce particular income distributions, the outcome can sometimes be predicted from
the proportions in harmony, conflict, and ambiguity.

6.

10.

11.

12.

13.

14.

15.

16.

17.

18.

The proportion of the population in harmony (own income increases as income
inequality decreases) can vary greatly; in five distributional families analyzed, it
varies from 0.37 to 0.63%.

. The persons in the state of harmony are the poorest persons in the distribution.
. While all societies have a segment of their population in harmony (the segment

containing the poorest persons), the states of conflict and ambiguity need not both be
represented.

. If the actual reward is Pareto distributed, about 63% of the population are in a state

of harmony, and the remaining 37% are in the state of ambiguity; no one is in the
state of conflict.

If the actual reward is lognormally distributed, half the population is in harmony and
half in ambiguity; no one is in the state of conflict.

If the actual reward is distributed as a power-function variate, 37% of the population
is in the state of harmony, and 63% is in the state of ambiguity; no one is in conflict.
If the actual reward is distributed as an exponential variate, 63% of the population is
in harmony and 37% in conflict; no one is in ambiguity.

If the actual reward is distributed as a quadratic variate, half the population is in
harmony and half in conflict; no one is in ambiguity.

In an electoral contest between two candidates whose policies would produce Pareto
distributions, the candidate associated with the less unequal distribution always wins.
In an electoral contest between two candidates whose policies would produce expo-
nential distributions, the candidate associated with the less unequal distribution
always wins.

In an electoral contest between two candidates whose policies would produce power-
function distributions, the outcome can go either way.

In an electoral contest between two candidates whose policies would produce
income distributions approximated by the lognormal distribution, the outcome is
either a draw or otherwise the less unequal wins.

In an electoral contest between two candidates whose policies would produce
income distributions approximated by the quadratic distribution, the outcome is
either a draw or otherwise the less unequal wins.
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PrOPOSITIONS CONSTRUCTED IN ANSELMIAN THEORY. Anselmian theory is a hybrid
theory, and besides having a deductive component, it also has a hierarchical component. A
large number of propositions can be constructed ad hoc by linking observables to the terms
produced by the postulate, including terms produced via the predictions. These terms include
harmony, conflict, ambiguity, the proportion of the population in each state, the configuration
of states, the individual’s proportion of time spent in each state, and the society’s proportion of
time spent in each state or configuration. Obviously, the number of possible ad hoc proposi-
tions is virtually limitless. A few such propositions are:

1. Basic personality traits develop in response to the proportion of time an individual
spends in each of the three states.

2. The character of civil discourse is determined by the society’s history of the popula-

tion configuration in each of the three states.

Saints and heroes are drawn from among individuals in conflict.

4. The literature of angst arises among individuals and groups who spend much time in
ambiguity.

5. Adam Smith was in the state of conflict when he wrote The Theory of Moral Senti-
ments (1759/1974), but he was in the state of harmony when he wrote The Wealth of
Nations (1776/1976).

6. The “internal conversation” posited by Peirce and Mead and investigated by Wiley
(1994) differs systematically across the states of harmony, conflict, and ambiguity.

7. The propensity to wage war differs systematically by the proportion of the population
in the state of harmony.

8. The prevalent ideologies, as well as artistic and cultural products, differ according to
the proportions in harmony, conflict, and ambiguity.

w

REMARKS ABOUT ANSELMIAN THEORY. Anselmian theory is a hybrid theory, with both
deductive and hierarchical components. Its single postulate was proposed by Anselm of
Canterbury. Both the postulate and its application to choosing an actual reward distribution use
building blocks from the framework for justice analysis. Predictions are deduced using
mathematical tools and tools from the study of probability distributions. The postulate is
behavioral, and thus the predictions shed light on its validity. The predictions may be rejected
empirically, and hence the postulate falsified. Empirical test of the constructed propositions
would produce new empirical information.'3

Framing Theory

The justice evaluation function, which addresses the third central question in the study of
justice—What is the magnitude of the perceived injustice associated with given departures
from perfect justice?—includes a framing coefficient that represents the observer’s idea about
whether the thing under consideration is a good or a bad. For example, not all observers regard
earnings as a good, and similarly not all observers regard time in prison as a bad. The question
thus arises how an individual decides whether to frame a thing as a good or bad.!* The point of

13Note that allocation theory could emulate Anselmian theory and establish a new hierarchical component. In the same
way that Anselmian theory includes constructed propositions using terms from the predictions, terms like “‘propor-
tion in conflict™ and *“‘proportion in ambiguity,” allocation theory could grow to include propositions using terms
from its predictions, terms like “‘proportion characterized by independence of mind” and “‘number of factions.”
1For an early version of framing theory, see Jasso (unpublished).
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departure for framing theory is the idea that, whatever may be the ultimate truth about ontologi-
cal goodness or badness, humans have a basic impulse to judge the goodness or badness of
things.!3 The objective of framing theory is to discover the rules by which humans judge the good-
ness or badness of things, rules that may require or forbid certain combinations of judgments.'®

PosTULATE. Framing theory takes for its postulate one of the basic building blocks, the
justice evaluation function introduced earlier:

* Postulate (Justice Evaluation Function):

J=6In (%) (5)

where, as before, J denotes the expressed justice evaluation, A denotes the actual
reward, C denotes the just reward, and 0 denotes the signature constant, which em-
bodies both the framing coefficient, signum(0), and the expressiveness coefficient, |6|

TooLs FOr DEDUCING PREDICTIONS FROM FRAMING THEORY. The only tools used are
simple algebra and Atkinson’s (1970, 1975) measure of inequality. Algebraic manipulation of
the justice evaluation function and inspection of the justice index JIl, together with the
decomposition of JI1 into a justice evaluation about the mean and a justice evaluation about
the inequality (as measured by Atkinson’s measure), yield a special relationship between the
observer’s framing of the reward in the original justice evaluation and the observer’s framing
of the mean and inequality in the reward’s distribution.!”

PrEDICTIONS DEDUCED FROM FRAMING THEORY. Framing theory, as developed to date,
yields four main predictions:

1. If an observer regards a thing as a good, then that observer implicitly regards the mean
of the thing as a good.

2. If an observer regards a thing as a good, then that observer implicitly regards in-
equality in the distribution of that thing as a bad.

3. If an observer regards a thing as a bad, then that observer implicitly regards the mean
of the thing as a bad.

4. If an observer regards a thing as a bad, then that observer implicitly regards inequality
in the distribution of that thing as a good.

The two inequality predictions are sometimes combined into a new statement that is
succinct but less rigorous (as it omits the observer): Inequality in the distribution of a good is
a bad, and inequality in the distribution of a bad is a good.

REMARKS ABOUT FRAMING THEORY. Framing theory is a young, deductive theory. As
developed to date, its scope is limited to individuals who experience the sense of justice. Thus
framing theory currently provides only a partial answer in the search for the rules by which
humans judge the goodness or badness of things. Moreover, the predictions are based on a
particular measure of inequality. It would be desirable to find a more general way to link

15As Hamlet put it, “There is nothing either good or bad, but thinking makes it so” (Act II, Scene 2).

16As with “justice” and its cognates, the term “good” is always understood as ““good in the eyes of the observer,” and
the term “bad” as “bad in the eyes of the observer.”

17Atkinson (1970, 1975) proposed a family of measures of inequality, of which one—the measure defined as one
minus the ratio of the geometric mean to the arithmetic mean—appears in the decomposition of JII (Jasso, 1999).
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framing of original things and framing of the mean and inequality in their distribution. Still,
this is a useful step in advancing our understanding of framing processes.!3

Just Society Theory

The first central question asks, What do individuals and collectivities regard as just, and
why? This fundamental question has proven itself strongly resistant to formulation of a
behavioral postulate. There have been important advances in the empirical estimation of what
individuals think is just. However, there is as yet no warrant for postulating a priori what
individuals think is just.

Against this backdrop of stubborn resistance, it is remarkable that theories designed to
address other justice questions—allocation theory and framing theory—yield results that can
be used to construct a theory that predicts what individuals think is just in the domain of
institutional distributional arrangements. This new theory is called just society theory.!®

PosTULATES. Just society theory has two postulates, one each from the predictions of
allocation theory and framing theory:

* Postulate 1 (Inequality and the Number of Decision Makers): Inequality in the distri-
bution of a good or bad is a decreasing function of the number of equally weighted,
independent-minded decision making units.

* Postulate 2 (Framing of Inequality): If an observer regards a thing as a good, then that
observer implicitly regards inequality in the distribution of that thing as a bad; and if
an observer regards a thing as a bad, then that observer implicitly regards inequality in
the distribution of that thing as a good.

TooLs FOR DEDUCING PREDICTIONS FROM JUST SOCIETY THEORY. In the work to date,
the derivation has not required any special tools. The results follow immediately from the
combination of the postulates.

PrEDICTIONS DEDUCED IN JUST SOCIETY THEORY. The main predictions deduced to date
link the just society with the number of decision makers and whether the decision is about a
good or a bad:

1. An observer will regard as just a society in which distribution of benefits is by the
many (democracy).

2. An observer will regard as just a society in which distribution of burdens is by the
few (oligarchy).

3. The just society has a mixed government.

REMARKS ABOUT JusT SocCIETY THEORY. Just society theory is a fledgling deductive
theory. It exemplifies three noteworthy features: First, the predictions follow immediately;
there is no need for algebra, or calculus, or probability distributions. Second, the postulates of
just society theory are the predictions of other theories (about which, more later). Third, the
last prediction echoes the insights of Machiavelli (1532/1950), who saw, but for different
reasons, that the just society would have a mixed government.

1#Of course, these results are also a useful step in advancing our understanding of the precise links between inequality
and justice.
YFor an early version of just society theory, see Jasso (unpublished).
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Justice Version of Comparison Theory

The justice version of comparison theory addresses the fourth central question in the
study of justice, What are the behavioral and social consequences of perceived injustice? Its
postulate set begins with an important building block from the framework—the justice
evaluation function—supplemented by two individual-level postulates and two postulates
based on aggregations of the justice evaluation, one of which—the justice index—also
appears in the framework. Justice-comparison theory (as we call it, for simplicity) is a hybrid
theory, including both deductive and hierarchical components.20

POSTULATES. As noted, justice-comparison theory has five postulates, which are presented
in Table 3.4. Here, in the text, we provide brief description of the postulates.

POSTULATE OF THE LOGARITHMIC SPECIFICATION OF THE JUSTICE EvaLuaTiON Func-
TION. The first postulate, the reflexive justice evaluation function, provides a mathematical
description of the process whereby individuals, reflecting on their holdings of the goods and
bads they value (such as beauty, intelligence, or wealth), compare their levels of attributes and
amounts of possessions to the amounts or levels they regard as just for themselves, experienc-
ing a fundamental instantaneous magnitude of the justice evaluation J, which captures their
sense of being fairly or unfairly treated in the distributions of the natural and social goods. As
in the classical literature, this instantaneous experience of being fairly or unfairly treated in the
distributions of the natural and social goods is regarded as having the most wide-ranging and
diverse consequences for virtually every sphere of human individual and social behavior.2!

MEASUREMENT RULE FOR HoLDINGs. The logarithmic specification was initially pro-
posed for cardinal goods; it is easy to measure the actual and just rewards in terms of, say,
money or hectares of land. But the literature suggested that goods and bads not susceptible of
cardinal measurement (beauty, intelligence, athletic skill) also play important parts in the
operation of the sense of justice. Therefore, the second postulate proposes a measurement
rule (Jasso, 1980), which states that cardinal things are measured in their own units (the
amount denoted by x), while ordinal things are measured by the individual’s relative rank
[i/(N+1)] within a specially selected comparison group, where i denotes the rank-order
statistic in ascending order and N denotes the size of the group or population.

IDENTITY REPRESENTATION OF THE JUST REWARD. To this point the theory contained a
rather large problem: while the actual reward is easily observed, the just reward is not. The
very feature that made the theory potentially fruitful—its dynamical character, the same
individual capable of manipulating many just rewards for the same good or bad in a short
period of time—made it also close to intractable. To deal with this problem, the third postulate
proposes an identity representation of the just reward. This new representation, based on the
fact that any value in the reward’s domain, and hence any just reward, can be expressed as a
transformation of the reward’s arithmetic mean, expresses the just reward as the product of the
mean and an individual-specific parameter ¢, where ¢ captures everything that is unknown
about an individual’s just reward. This representation of the just reward possesses the addi-

20In this chapter, “‘comparison theory” always refers to the justice version of comparison theory. Chapter 30 provides
exposition of the general comparison theory of which the justice version is a special case.

2IThe justice evaluation function in the first postulate of justice-comparison theory is the reflexive justice evaluation
function, referring to the individual him- or herself. In contrast, the justice evaluation function in the postulate of
framing theory is the general justice evaluation function, describing justice evaluations of others as well as self.
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TaBLE 3.4. Fundamental Postulates of the Justice Version of Comparison Theory

A. Individual-Level Postulates

1. Postulate of Logarithmic Specification of the Justice Evaluation Function

A
J=#08In ('5)
2. Measurement Rule for Holdings
X, cardinal good/bad
AC { .

i .
m, ordinal good/bad
3. Identity Representation of Just Reward

C = dE@A)

B. Social-Level Postulates
4. Social Welfare
SW = E(J)
5. Social Cohesiveness
Social Cohesiveness = ~GMD(J)

Nortes: As described in the text, J denotes the justice evaluation, A the actual reward, and C the just reward. The
signature constant © is positive for goods and negative for bads. For both actual and just rewards, x denotes the
amount of a cardinal good or bad, i denotes the rank-order statistics arranged in ascending order, and N denotes the
population size. ¢ denotes the individual-specific parameter, E(-) the expected value, and GMD(-) the Gini’s mean
difference.

tional virtue of enabling theoretical prediction of the effects of the mean’s constituent factors,
which in the case of a quantity-good are the sum S of the good and the population size N. This
postulate, proposed in Jasso (1986), can be traced to early work by Merton and Rossi (1950)
and Merton (1957), as discussed in Jasso (2000).

SociaL WELFARE POSTULATE. Social welfare is defined as the arithmetic mean of the
instantaneous distribution of justice evaluations in a collectivity.

SociaL COHESIVENESS POSTULATE. Social cohesiveness is defined as the negative of the
Gini’s mean difference of the distribution of justice evaluations.

TooLs FOR DEDUCING PREDICTIONS IN JUSTICE-COMPARISON THEORY. There are two
main tools, known as the micromodel and the macromodel. The micromodel begins with the
individual-level justice evaluation and its change across two points in time and uses calculus to
deduce predictions. The macromodel] begins with the distribution of justice evaluations and
uses tools from the study of probability distributions to deduce predictions. Fuller description
of these tools appears in Chapter 30 on comparison theory.

PrEDICTIONS DEDUCED IN JUSTICE-COMPARISON THEORY. Justice-comparison theory
has been unusually fruitful. Here we present only a small sampling of the predictions obtained
to date. For more examples and associated references, see Chapter 30 on comparison theory.

1. A gift is more valuable to the receiver when the giver is present.

2. In wartime, the favorite leisure-time activity of soldiers is playing games of chance.

3. Posttraumatic stress is greater among veterans of wars fought away from home than
among veterans of wars fought on home soil.
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14.
15.
16.
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18.

19.

20.

21.

. Vocations to the religious life are an increasing function of income inequality.
. Thieves prefer to steal from fellow group members rather than from outsiders.
. Informants arise only in cross-group theft, in which case they are members of the

thief’s group.

. An immigrant’s propensity to learn the language of the host country is an increasing

function of the ratio of the origin-country’s per capita GNP to the host-country’s per
capita GNP.

. In historical periods when wives tend to predecease their husbands (e.g., due to death

in childbirth), mothers are mourned more than fathers; but in historical periods when
husbands tend to predecease their wives (e.g., due to war), fathers are mourned more
than mothers.

. Parents of nontwin children will spend more of their toy budget at an annual gift-

giving occasion rather than at the children’s birthdays.

If both spouses work full-time, marital cohesiveness increases with the ratio of
the smaller to the larger earnings.

In a society in which the two-worker couple is the prevailing form of marriage and
all husbands earn more than their wives, the societal divorce rate increases with the
dispersion in the wives’ earnings distribution and with the arithmetic mean of the
husbands’ earnings distribution and decreases with the dispersion in the husbands’
earnings distribution and with the arithmetic mean of the wives’ earnings distribution.
A society becomes more vulnerable to deficit spending as its wealth increases.
Society loses when rich steal from poor.

Inequality-reducing schemes arise in societies that value wealth but not in societies
that value birth and lineage.

In all societies there will arise devices that promote variability in individuals’ notions
of what is just for themselves.

The problem for new groups is to choose the valued goods.

Newcomers are more likely to be welcomed by groups that value cardinal goods than
by groups that value ordinal goods and more likely to be welcomed by groups that
play games of chance than by groups that play games of skill.

Among groups whose valued goods are N ordinal goods, the group’s longevity is a
decreasing function of group size.

In a dispute over revealing salary information, the exact preference structure depends
on the distributional pattern of the salaries; if this pattern follows the familiar
lognormal or Pareto, then the lowest-paid and the highest-paid persons prefer to have
the information revealed, forming a coalition against the middle-paid persons.

In a materialistic society, the greater the economic inequality, the greater the emigra-
tion rate, the more severe the conflict between warring subgroups, and the greater
the public benefit conferred by the cloister.

In a materialistic society, the overall amount of injustice experienced by the popula-
tion is an increasing function of economic inequality.

ProproSITIONS CONSTRUCTED IN JUSTICE-COMPARISON THEORY. Justice-comparison
theory is a hybrid theory, and besides having a deductive component, it also has a hierarchical
component. A large number of propositions can be constructed ad hoc by linking observables
to the terms produced by the postulates. The constructed propositions include:

1.

Physical health is a function of the justice evaluation and of properties of the
individual’s time series of justice evaluations.
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. Mental health is a function of the justice evaluation and of properties of the individ-

ual’s time series of justice evaluations.

. Special features of the individual’s time series of justice evaluations, for example, the

range, the gaps between temporally adjacent justice evaluations, the proportion of
time in underrewarded and overrewarded states, govern particular aspects of the
individual’s emotional and psychological life.

. The maximum and minimum of the individual’s justice evaluations become attenu-

ated over time.

. Expressiveness varies over the lifecourse.
. Framing varies over the lifecourse.
. The proportion of time during which an individual reflects on justice matters is an

important marker of his or her personality.

. The proportions devoted to reflexive and nonreflexive justice evaluations are impot-

tant markers for political participation.

. The individual’s time series of justice evaluations for any unit of time exhibit self-

similarity. This is the individual’s signature justice profile.

A necessary condition for revolutionary collective movements is the combination of
negative reflexive justice evaluations and positive nonreflexive justice evaluations,
that is, the twin judgments that self is unjustly underrewarded and others are unjustly
overrewarded.

The propensity to violent revolutionary conflict varies directly with the absolute
magnitude of the lower extreme value of the distribution of justice evaluations.
Crime occurs only when the collectivity contains both underrewarded and over-
rewarded persons and when the absolute magnitude of the lower extreme value is
greater than the upper extreme value of the distribution.

The crime rate varies directly with the proportion found in that leftmost segment
whose upper endpoint is of identical absolute magnitude as the overall distribution’s
upper extreme value. Such a segment is called a distressed segment.

The mean seriousness of all crimes varies directly with the absolute magnitude of
the mean of the distressed segment.

The mean seriousness of crimes against persons varies directly with the absolute
distance between the overall mean and the mean of the distressed segment.

The rate of mental illness varies directly with the proportion of negative justice
evaluation scores, but excluding the distressed segment, if any.

The mean severity of mental iliness varies directly with the absolute magnitude of
the mean of the unjustly underrewarded segment, again excluding the distressed
segment, if any.

REMARKS ABOUT JUSTICE-COMPARISON THEORY. Justice-comparison theory is a hybrid
theory, with both deductive and hierarchical components. Its basic postulate, the justice
evaluation function, is a behavioral postulate. Predictions are deduced using mathematical
tools and tools from the study of probability distributions. The postulate is behavioral, and thus
the predictions shed light on its validity. The predictions may be rejected empirically, and
hence the postulate falsified. Empirical test of the constructed propositions would produce new
empirical information.

Table 3.5 summarizes the five specimen theories used for illustration in this chapter. It
provides a convenient way to compare the five theories and to refer to them when they are
mentioned in the frequently asked questions in the next section.
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TABLE 3.5. Five Theories in the Portfolio of Theoretical Justice Analysis®

Characterization
Theory Postulate Deduced  Constructed
Theory type Postulate(s) type predictions  propositions
Allocation Deductive  Actual reward is a weighted mean of Societal Yes No
decision makers’ just rewards
Anselmian Hybrid The will is subject to two inclinations, Behavioral Yes Yes
to the own good and to the common
good
Framing Deductive 1. Justice evaluation function Behavioral Yes No
2. Justice index
Just society Deductive 1. Inequality is a decreasing function of ~ Behavioral Yes No
the number of independent-minded Societal
decision makers
2. Inequality in the distribution of a
good is a bad, and inequality in the
distribution of a bad is a good
Justice- Hybrid . Justice evaluation function Behavioral Yes Yes
comparison . Measurement rule

. Identity representation of just reward
. Social welfare function
. Social cohesivenss function

[ N S S I S

9As discussed in the text, a hybrid theory has both deductive and hierarchical components. See also Fig. 3.3.

FREQUENTLY ASKED QUESTIONS
FAQ 1. What Does a Theory Look Like?

A theory is a set of sentences that can be divided into two parts, the first part containing
the assumptions, and the second part containing the derived implications, in a deductive
theory, or, in a hierarchical theory, the constructed propositions. Thus, a theory has a two-part
structure, and looks like the forms in Figure 3.3.

FAQ 2. What Is a Theory About?

A theory is about two things. First, it is about the behavior or process described in the
assumptions. Second, it is about the behaviors or processes described in the predictions or in
the propositions.

To illustrate, consider justice-comparison theory. The assumptions of justice-comparison
theory are about the workings of the sense of justice, in particular, how comparison of an actual
reward to one’s idea of the just reward produces the justice evaluation. The derived implica-
tions and the constructed propositions are about all the things in which justice evaluations
play a part, from health and family behavior to religious institutions and international rela-
tions. The more basic the behavior or process described in the assumption part of a theory,
the more widely-ranging will be the behaviors and processes described in the implication-
proposition part.

Justice processes and comparison processes are basic in the sense that they engender
behavioral and social phenomena in large topical domains. But they probably are not truly
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fundamental. Thus, theories whose assumptions describe justice and comparison processes
yield implications about large areas of the sociobehavioral life, but not about all areas of the
sociobehavioral life. They are not theories about the truly fundamental forces that govern all
observed behavioral and social phenomena. It is likely that the starting processes for justice
and comparison theories are themselves the product of the joint operation of truly fundamental
forces, the kind of forces Newton had in mind for physical nature. Thus, justice and compari-
son theories lie in the Mertonian middle range.
The Holy Grail in social science is the threefold challenge:

To discover the fundamental forces.
To describe their operation.
To derive their implications.

Social science theories of the future will describe a fundamental force in the postulate part and
derive its implications in the prediction part. A special ingredient in understanding observed
behavioral and social phenomena will be to examine the clashes in the effects of different forces.

FAQ 3. What Does the Name of a Theory Indicate?

There is no agreed-upon usage; some theories are named for the behavior or process in
the assumption part, others for a behavior or process in the prediction part. When a theory is
named for the behavior or process in the assumption part, chances are good that it is, or aspires
to be, a quite general theory with implications for a variety of topical domains. Examples
include rational choice theory and comparison theory.

When a theory is named for a behavior or process in the prediction part, the name
provides less information. The theory could be an application of a general theory to one topical
domain, or it could be a restricted exploration of the topical domain. Becker’s (1973, 1974)
theory of marriage is an example of the former; it is an application of the more general
economic theory to the topical domain of marriage.

Sometimes the word “theory” is used to refer to a set of theories, and its name refers to a
behavior or process that appears in the postulate part of some of the theories and in the
prediction part of others. “Justice theory™ is an example; justice theory, as has been discussed
in this chapter, refers to a set of theories (of which five members were discussed in this chap-
ter). Justice elements may appear in the postulate part, in the prediction part, or in both parts.

FAQ 4. How Is Interpretation of Predictions Related to Types of
Assumptions?

An assumption may posit some feature of human nature. Alternatively, it may posit some
feature of a societal arrangement or some particular organizational or institutional principle.
For example, the justice evaluation function, which is the first postulate of justice-comparison
theory, posits that humans make justice evaluations and experience injustice by a process that
can be faithfully represented by the logarithm of the ratio of the actual reward to the just
reward. Thus, the justice evaluation function posits a feature of human nature. In contrast, the
single postulate of allocation theory—-that just rewards determine actual rewards—posits a
societal arrangement in which the actual rewards are produced by aggregating the members’
ideas of the just reward.

In the first case, when a postulate refers to a feature of human nature—we may call these
“behavioral” postulates—the empirical fate of the predictions sheds light on human nature.
The predictions are logically necessary consequences of the behavioral postulate. If the
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behavioral postulate correctly describes humans, then the predictions will be observed. If, on
the other hand, the predictions are rejected, we learn that human nature does not operate in the
way described by the assumption.

In the second case, however, the predictions are logically necessary implications, not of
human nature, but rather of a societal arrangement; we may call these ‘““societal” postulates.
Whenever that societal arrangement is in place, the predictions will be observed. What is of
interest here is not so much testing the predictions as investigating real-world societies to see
whether, and how, they may satisfy the assumption. For example, in allocation theory interest
centers on societies in which just rewards determine actual rewards and on assessing the extent
to which independence of mind is displayed in such societies, together with more general
inquiry into the determinants of this type of societal arrangement and of independence of mind.

FAQ 5. How Does Theory Grow?

To answer this question precisely, it is necessary to distinguish between growth of a
theory and growth of a theory set. There are two ways in which a theory can grow: Its postulate
set can grow and its prediction set can grow. With respect to the postulate part, in the early
phase of a theory’s development, the number of postulates may grow until it reaches a size
sufficient to facilitate abundant prediction. But, as understanding grows, it may become clear
that some of the postulates are unnecessary (for example, being themselves implied by other
postulates). And, thus, we may say that the growth curve of the postulate part of a theory is
nonmonotonic, at first increasing, subsequently decreasing.

In contrast, the prediction part of the theory must increase without limit. Moreover, not
only is quantitative growth required but so also is qualitative growth, in particular, the
continual derivation of novel predictions, predictions for phenomena and relationships not yet
observed. Thus, we may say that the growth curve of the prediction part of a theory is
increasing and so also is the growth curve of the subset containing novel predictions.

Consider, for example, justice-comparison theory. In the beginning, this theory had a
single postulate—the justice evaluation function—and no implications; it was correctly not
yet called a theory (Jasso, 1978). Early attempts at derivation indicated that in order to include
within the purview of the theory ordinal goods, it would be necessary to introduce a second
postulate to describe the measurement rule for cardinal and ordinal things. The first published
version of the theory (Jasso, 1980) contains two postulates and includes both derived predic-
tions and constructed propositions. While some of the derived predictions and constructed
propositions could have been based on the first postulate alone (those that did not involve
ordinal goods), the prediction set was substantially enlarged by incorporation of the second
postulate. Similarly, introduction of the third postulate (Jasso, 1986), the identity representa-
tion of the comparison holding, produced an explosion of new predictions.

As discussed in the section entitled “‘Justice Version of Comparison Theory,” justice-
comparison theory currently has a set of five postulates. Ongoing work is scrutinizing the fifth
postulate (social cohesiveness), to see whether it may itself be implied by the other four and to
see whether the few predictions that have used it can be derived from the other four. If so, the
postulate part of justice-comparison theory would decline from five to four postulates. Mean-
while, the prediction set continues to grow dramatically.

How about growth in a theory set? Growth in a theory set occurs with the introduction of
new theories. In the case of the justice theory set, new theories include allocation theory and
Anselmian theory, briefly discussed earlier in the chapter. In this case, it is useful to examine
how the theories are related and to see whether they can be consolidated, as discussed in the
next frequently asked question.
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FAQ 6. How Are Theories Related?

Here, we focus on the relations between two deductive theories; in general, it is useful to
examine the pairwise relations among all theories in a theory set or, more generally, in a topical
or disciplinary domain.

Two theories may be related in one of three ways. First, their postulate sets may share
postulates; that is, a postulate may appear as a postulate in both theories. Second, their predic-
tion sets may share predictions; that is, a prediction may appear as a prediction in both theories.
Third, a sentence may be a postulate in one theory and a prediction in the other. Fig. 3.4 depicts
these relations.

When two theories share a postulate, it is useful to examine whether the two postulate sets
can be merged (that is, whether they are fully consistent). If so, the new theory will have fewer
postulates than the sum of the two earlier theories, while the new prediction set will equal in
size the sum of the two constituent prediction sets. This situation produces a gain in what
Heckathorn (1984) calls “theoretical payoff.”

When two theories share a prediction, it may mean that, consistent with a multifactor view of
empirical reality, the two processes described in the postulate parts of the two theories both
play parts in producing the behavior or process described in the prediction. This is very impor-
tant information for use in empirical estimation and in the interpretation of empirical results.

When a statement appears in the postulate set of one theory and in the prediction set of
another, it is useful to investigate whether consolidation may be appropriate. The just society
theory summarized earlier in this chapter provides an example of this activity; here the
postulate set contains predictions from two theories (allocation theory and framing theory).
Current research is assessing whether allocation theory and framing theory can be consoli-

Theory 1 Theory 2
Postulates Postulates
Predictions Predictions

FicUre 3.4. Relations between theories.
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dated, and if so whether, given that framing theory and justice-comparison theory share a
postulate (the justice evaluation function), the new theory can be further consolidated with
justice-comparison theory. It is not obvious what the results of this assessment will be, in part
because the justice evaluation function appears only in reflexive form in justice-comparison
theory while it appears in full observer-rewardee form in framing theory.

FAQ 7. How Do We Report the Results of Theoretical Derivation?

A useful way to report the results of theoretical derivation is by means of the Merton chart
of theoretical derivation (Table 3.6). The Merton chart is organized as a spreadsheet, with
“postulates” as the column designator and ‘““predictions™ as the row designator, so that for
each prediction one may mark which postulates were used in its derivation. The Merton chart,
if fully filled out (as of a given date), would tell at a glance which postulates are “productive”
and which not, and which predictions are “‘expensive” and which not; that is, a postulate’s
productivity can be gauged by the number of predictions in whose derivation it plays a part.
Conversely, a prediction’s cost can be gauged by the number of postulates required to derive it.
The Merton chart of theoretical derivation was named for Merton who has urged the codifica-
tion of theoretical results, for example, in Merton (1945).

It is scrutiny of Merton charts for justice-comparison theory that has prompted assess-
ment of the fifth postulate, which, as discussed in the FAQ 5, is a candidate for elimination
from the postulate set.

FAQ 8. What Is Theory-Driven Research?

The phrase “‘theory-driven research” usually refers to two activities: (1) theoretical
analysis, and (2) empirical analysis of either (a) predictions derived in deductive theories, or
(b) propositions constructed in hierarchical theories. For example, in justice analysis, theory-
driven research would encompass derivation of new predictions, empirical testing of predic-
tions derived in deductive theories, and empirical testing of propositions constructed in
hierarchical theories. In Fig. 3.1, theory-driven research would include all research in the
theoretical panel, and it would include research in the empirical panel which is linked by
arrows to the theoretical panel.

There are two other kinds of research represented in Fig. 3.1, both of which are critically
important not only for the advancement of a field but also specifically for theoretical develop-
ment. Yet they cannot be called “theory-driven research” except by a considerable linguistic
stretch or by the hope that they will lead to theoretical work.

The first of these two other kinds of research is basic work on the framework for the study
of a particular field of phenomena. If we call work on the framework *“theory-driven,” it is be-
cause of the hope that work on the framework will lead to new building blocks for new theories.

What about purely inductive work? Consider, for example, work in the top section of the
empirical panel of Fig. 3.1, which is not linked to the theoretical panel, but is linked by an
arrow to the framework. Such work cannot truly be said to be “theory-driven,” and yet it plays
a critically important role in suggesting new ideas for theories. Indeed, the justice evaluation
function was discovered via inductive empirical work, and subsequently became the cor-
nerstone of several theories. Put differently, such work is not driven by a theory, yet it can
drive a theory. Thus, as with work on the framework, if we call inductive empirical work
theory-driven, it is because of the hope that it will lead to new building blocks for new theories.
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TaBLE 3.6. Merton Chart of Theoretical Derivation

Theory: Date:
Page:
Postulates
Predictions
Notes:

FAQ 9. What Do We Test When We Test a Theory?

We carry out tests on the predictions of deductive theories and the propositions of
hierarchical theories. These tests shed light on the validity and usefulness of the assumptions
in the theories.??

FAQ 10. Does Formal Theory Really Enable Swifter Progress to Deeper
Understanding of Human Behavior?

You be the judge. Take the postulate or postulates from any of the five specimen theories
discussed in the theory section. Think hard about what light the postulate sheds on human
behavioral and social phenomena. Think hard about how the postulate may be connected to
other areas of the human experience. The key question is: Can thinking hard—by itself—
produce the abundance of predictions that formal derivation has produced?

For example, can thinking hard about how individuals experience themselves as unfairly
treated if their actual reward differs from what they see as the just reward for themselves yield
the predictions listed in the section entitled “Justice Version of Comparison Theory,” such
predictions as the prediction that whether conflict is more severe when a disadvantaged group
constitutes 10% of the population or when a disadvantaged group constitutes 90% of the
population depends on the shape of the income distribution?

Similarly, can thinking hard about St. Anselm’s idea that the will has two inclinations
yield the predictions listed in the section entitled *“Aselmian Theory,” such predictions as the

22For analysis of the testing process, see Popper (1935/1959, 1963), Kuhn (1962/1970), and Lakatos (1970), and for
brief discussion, Reynolds (1971) and Jasso (1988:3-5, 1989a:139-141, 1993:258-263).
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prediction that the proportions of the population in the states of harmony, conflict, and
ambiguity depend on the shape of the income distribution?

Can thinking hard about how people form ideas of justice and how they experience
injustice lead to predictions about the exact relations between justice and inequality, such
predictions as the prediction that when people value wealth, the greater the wealth inequality,
the greater the overall amount of perceived injustice?

Look at the postulates. Review in your head how many years the postulates were known.
Think about the Anselmian postulate, which captivated Duns Scotus, among others.2? Think
about the basic idea underlying justice-comparison theory, known to the ancients, known to
Marx, Durkheim, James. Look at the predictions. And you be the judge.

FAQ 11. How Do I Get Started Doing Formal Theory?

There are two kinds of preparation, remote and proximate. Remote preparation involves
building, over a long period of time, a set of habits of mind and a generous toolbox. Proximate
preparation involves acquiring a tool that emerges as important in addressing a burning
question. Of the two, remote preparation is the more important. It is remote preparation that
generates surprises. And theoretical advancement, in the end, is about surprises.

For remote preparation, there are two ingredients. The first is voracious reading in
everything connected to human behavior, not only social science but also philosophy, litera-
ture, poetry, supplemented by plays, films, television. The second is mathematics. Mathe-
matics is an important tool for reasoning, both directly and indirectly. The direct applications
of mathematical tools are obvious. Less obvious, however, is the fact that practice with mathe-
matics improves the ability to think abstractly. It is thinking abstractly that makes it possible
for one to see the connections between seemingly unrelated things. Mathematics builds the
habits of thought that lead to theoretical surprises.

Proximate preparation has its place. Learning one special tool to address one question
gets a job done. But it is no substitute for the lifelong practice of mathematics.

For the young student, there is perhaps no better remote preparation for social science
than entering the two worlds—one of mathematics, the other of the literary imagination—now
one, now the other. Treat them as ends in themselves, not as means; enter them for the gladness
and magic they bring. They will surprise you by setting up links in your mind and creating an
entirely new world, a world that seamlessly integrates mathematical and literary insights. It
is from this new world in your mind that you will make theories.
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CHAPTER 4

Computational Approaches
to Sociological Theorizing

KATHLEEN M. CARLEY

INTRODUCTION

Sociologists are concerned with explaining and predicting social behavior. Theorists are not
concerned with providing a description of society at a particular point in time. Rather, they are
in the business of providing insight into how societies change, into the dynamics underlying
behavior, into the processes that result in the observed correlations, and into the way in which
multiple factors come together to create specific social situation. In other words, the sociologi-
cal theorizing involves explaining how multiple factors interact in complex, often nonlinear
ways to affect social behaviors and in explaining the dynamics by which social agents, groups,
teams, organizations, societies, cultures evolve and coevolve. The focus of theory on complex
nonlinear and dynamic systems makes computational analysis a natural methodological
choice for theorizing.

The use of formal techniques! in general and computational analysis in particular is
playing an ever-increasingly important role in the development of sociological theory. Com-
putational analysis has been used to theorize about a large number of social behaviors:
organizational exploration and exploitation (March, 1996), cooperation (Macy, 1991a,b),
coordination (Carley & Prietula, 1994), diffusion and social evolution (Carley, 1991; Kaufer &
Carley, 1993), organizational adaptation (Carley & Svoboda, 1996; Levinthal, 1997; Sastry,
1997), change in social networks (Markovsky, 1987) and exchange networks (Yamagishi et al.,
1988; Markovsky et al., 1993), collective action (Feinberg & Johnson, 1988, 1990; McPhail &
Tucker, 1990), and the fundamental nature of the social agent (Carley & Newell, 1994). One
reason for this movement to computational social theory is the growing recognition that social

Formal techniques include logic modeling (e.g., Skvoretz & Fararo, 1989, 1994), mathematical modeling (Lave &
March), and simulation (Bainbridge et al., 1994; Carley & Prietula, 1994; McKelvey, 1997). In this chapter the focus
is on simulation; however, the reader should recognize that these other formal techniques play complementary roles
in sociological theorizing.
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processes are complex, dynamic, adaptive, and nonlinear; that social behavior emerges from
interactions within and between ecologies of entities (people, groups, technologies, agents,
etc.); and that the relationships among these entities are critical constraints on and enablers of
individual and social action. Another reason for the movement to formal approaches is the
recognition that societies and the groups and institutions within them are inherently computa-
tional since they have a need to and the ability to scan and observe their environment, store
facts and programs, communicate among members, and transform information by human or
automated decision making. In general, the goal of this formal research is to build new con-
cepts, theories, and knowledge about complex systems such as groups, organizations, institu-
tions, and societies. Using formal techniques, theorists search for fundamental social objects,
processes, and the mathematical formalism with which to describe their behavior and inter-
actions. Another goal of this research is to discover the most reasonable basis from which, at
least in principle, theories of all other processes and behaviors can be derived.

Computational analysis is an ideal way to meet this goal. Indeed, the literature is replete
with claims about the value and use of simulation. Fundamentally, these claims rest on the
fact that computational analysis enables the theorist to think systematically and thoroughly
about systems that are larger, more complex, have more interactions, and have more underly-
ing dynamics than can be thought through without the aid of such automated accounting
devices. For example, Markovsky (1992) showed that even very simple models of social
interaction across networks were sufficiently complex that researchers are unable to predict
their behavior. In a complex process there typically are many interacting objects (e.g., people
or procedures in the society or institution), and it is rarely possible to proceed to a complete
mathematical solution. Systems in which there are complex processes often exhibit nonlinear
behavior and phase changes in behavior and often reach dramatically different end states given
only minor changes in initial conditions. Such underlying nonlinearities make it nontrivial to
think through the implications of the dynamic processes and multiactor situations. There is a
general recognition that the nonlinear dynamics that characterize social systems are not
mathematically tractable; hence, simulation is needed. Computational analysis can be used to
track and analyze the detailed behavior within and among people, groups, teams, organiza-
tions, institutions, and societies. Computational models enable the analysis of groups far larger
in size and over longer time periods than can be analyzed in a field or laboratory setting. Com-
putational analysis enables the theorist to address issues of scalability; that is, do behaviors
remain the same, do our theories hold, as we move from groups of two or three to thousands?
Through simulation, we can gain some insight into whether scale matters to the nonlinear
dynamics that underlie fundamental sociological processes such as reciprocity. This is partic-
ularly important as we move into a world where technology is making organizations of
unprecedented size and distribution possible and giving people unprecedented access to larger
numbers of others, ideas, technologies, and resources.

Computational analysis enables the theorist to think through the possible ramifications of
complex systems and to develop a series of consistent predictions. Computational models,
because they can track and emulate learning, adaptive, and evolutionary behavior are ideally
suited to the examination of dynamic systems, to examining emergent behavior, and to
suggesting the long-term impacts of new technologies and policies. Consequently, computa-
tional models can be and have been used in a normative fashion to generate a series of
hypotheses by running virtual experiments. The resultant hypotheses then can be tested in
other empirical settings. Other reasons for using computational analysis to do social theorizing
include the facts that the resultant analysis can provide sufficiency explanations, can be used to
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demonstrate gaps in extant verbal theories, and can be used to check the consistency of the
predictions made using verbal theories.

In other words, computational models are most useful when there are a large number of
variables, substantial nonlinearities, multiple interactions, complex interactions (such as three
way or higher interactions, dynamics, and cases where there are more than a small number of
actors. As such, simulations are tools for doing theory development. This is not to say that
other methods cannot also enable the theorist to reason about complex dynamic systems, but
that computational analysis is an important tool in the theorist’s toolkit. Computational
models, however, are not a panacea. A disadvantage is that such models cannot be used to
conclusively demonstrate what people do in novel situations. There are limitations to their
usefulness and there are areas where they are more useful than others.

Computational theorizing has led to a new way of thinking about theory and theory
building, and four elements of this approach will be described: the model as theory, virtual
worlds, empirically grounded theory, and hypotheses generation. After this, some of the major
theoretical breakthroughs will be described, then the relation of computational reasoning
about social systems to complexity theory.

THE COMPUTER MODEL AS THEORY

One of the first insights of the novice computational social theorist is that the verbal
theory is incomplete compared to the level of detail needed in a computer model. Generally,
moving from the verbalization to a formal representation, either mathematical or computa-
tional, requires the theorist to think through a series of relations among the component
processes and entities lying at the core of the theory. This “filling in the detail” is part of the
process by which theories are developed. Another part is determining which of these details
are irrelevant and which are critical relative to the outcomes of interest. In other words, the
computational model becomes the theory.

This same argument underlies the Turing test, a method for testing and validating
computational models. Computational models do the task they seek to explain. Consequently,
the model itself is substitutable for the entity that is being modeled. For example, if the model
is of a human agent, then in principle in an experiment the computational model can substitute
for a human or a machine. In this case if recognizable behavior emerges and if the observer
cannot discern a relevant difference, then the model passes the Turing test. Turing tests vary in
the degree of rigor, use of quantitative data, and use of statistics. Turing tests typically have
been employed in simulations of machines or of single humans. Since the computational
model does the task it seeks to explain the model itself is the theory.

From a social perspective, however, the Turing test is insufficient. Carley and Newell
(1994) suggest that when the computational model is meant to act as a social agent or a group
of social agents it is more appropriate to use a revised version of the Turing test that they
refer to as the social Turing test. Unlike the classic Turing test, the social Turing test takes the
group context into account and expects social not just behavioral responses. To do a social
Turing test the researcher follows these three steps:

1. First, a collection of social agents is constructed according to the hypotheses and
placed in a social situation, as defined by the hypotheses. Recognizably social behav-
ior should emerge from the computational model.
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2. Second, there will be many aspects of the computational model that are not specified
by the hypotheses. That is, to create a working computational model one often has to
develop the model at a level of detail well beyond that of verbal theorizing. In general,
such aspects should be set based on known human data or handled using Monte Carlo
techniques.

3. Third, the behaviors that emerge from the computational model can vary widely with
such specification, but the behavior should remain recognizably social. The behavior
of a computational model is recognizably social if it meets the following criteria. The
group’s behavior (two or more agents) should take into account social knowledge and
the actions and interactions among the agents. Group behavior cannot be generated
from the behavior of a single agent. Finally, the behavior of the computational model
must match, within some predefined level of fit, the behavior of a human group in
terms of qualitatively or quantitatively fitting known data on a human group or fitting
a subject matter expert’s description of the human group’s behavior. When these
criteria are met the social Turing test is met.

THE COMPUTER MODEL
AS VIRTUAL WORLD

Virtual worlds are computer-simulated worlds of particular environs, social, or physical.
Within a virtual world there is a particular set of physical, temporal, social or cultural laws that
must be obeyed. These laws need not match those of earth. For example, in a virtual world
agents could have paranormal capabilities, no emotions, or the ability to breathe under water.
The worlds are populated by artificial agents. Examples range from game systems such as
SimCity to research worlds for understanding the complexities of biological and social life.
Virtual worlds become testbeds in which researchers can grow artificial life and communities,
develop new procedures and hypotheses, and reason about the impacts of interaction among
agents. Virtual worlds also can be used as a learning environment in which the student can
engage in solving the problems within the scope of the world described.

One of the earliest examples of a virtual world in sociology is Bainbridge’s (1987)
sociological laboratory. Bainbridge created worlds in which the student could explore classic
theories of social behavior. Within these worlds, the student could run virtual experiments to
see the impact of changing norms of social behavior.

Artificial life, or A-life, studies are done within virtual worlds. One example of such a
world is Sugarscape (Epstein & Axtell, 1997). In Sugarscape, multiple simple agents engage in
social interaction in the process of consuming sugar, moving across planes, giving birth, and
dying. Sugarscape is a virtual world where agents can live, eat, die, engage in social inter-
actions, and so forth. In its simplest form the sugarscape world is a torus made by wrapping a
grid of 50 by 50 squares such that sugar grows in some of the squares and not others. This
world is populated by a number of agents each of whom can move one square on the von
Neuman grid (NSEW) each time period as long as they do not occupy a square occupied by
another agent or they can consume sugar. Consumed sugar translates into energy. Agents can
eat or store sugar. Energy is needed to move, reproduce, and so forth. Without energy the
agents die. Agents placed randomly on the grid over time will develop a collective intelligence
that moves them toward the fields of sugar. Additional rules, such as inheritance produce more
social-like behavior. Indeed, the more factors and rules that are added, the more social
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behaviors can be explored. For example, introducing a second resource, spice, leads to the
emergence of trading and an economic market.

Epstein and Axtell (1997) argue that they are using computers to do “‘bottom-up” social
science. Given a collection of very simple agents with very simple rules, they try and grow
complex social behavior. One of the key insights is that complex social outcomes need not
have complex causes. Simple behaviors on the part of individual agents can have major social
consequences.

The value of virtual worlds is that they enable the researcher and student to reason about
social behavior in a controlled setting like a human experiment. However, unlike a human
experiment, these worlds can be quite large. Thus issues of scale, emergence, and time varying
behavior can be addressed.

THE COMPUTER MODEL AS EMPIRICALLY
GROUNDED THEORY

Computer models can be empirically grounded. A key example here is Heise’s affect
control theory (Heise, 1986, 1987; Smith-Lovin, 1987). Charles Osgood used semantic differ-
ential techniques to identify three dimensions of word meaning: evaluation, potency, and
activity. These dimensions became known as the EPA model. Heise, in developing affect
control theory, asserts that individuals construct social events to confirm the meanings of
social classifications. This is done through a cognitive emotional process in which actors
respond to each other at both a sociophysical and affective level. Ongoing interactions lead to
alterations both in what the actors know about each other and in how they feel about
themselves, the situation, and others. This affective response in turn affects the actors choice of
possible actions.

Heise and co-workers have derived a number of mathematical functions to predict how
people would rate various combinations of words describing social identities, attributes,
actions, and situations and how these ratings would affect the actors choice of words, situa-
tions, and actions. These formula have embodied the formulas in the affect control computer
model. In addition, Heise and colleagues have gathered substantial EPA data from men and
women in various walks of life and in various cultures. Research subjects have provided mean
EPA ratings of hundreds of words describing social identities, attributes, actions, and situa-
tions. These data also are embedded in the computational model. This empirically grounds the
theory and moves the EPA ratings from being theoretical abstractions to concrete and measur-
able predictions.

Affect control theory, although conceptually straightforward, is sufficiently complex and
nonlinear that humans have difficulty determining the full range of implications of the theory.
Researchers and students can use the model to reason about the impact of emotions on social
outcomes and the effect of actions, situations, and roles on emotions in dynamic situations.
Using this model, the researcher can derive hypotheses from the theory to test in the field or
laboratory, or can emulate an observed interaction to see whether the behavior observed
matches that predicted by the model.

In general, many computational modelers have the desire to develop empirically
grounded theory. In many cases, the appropriate data are not amenable to being placed in a
large-scale quantitative database. Rather, the type of data needed for empirically grounding
the model is ethnographic. In building a model of social and organizational processes, the
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computational theorist often has a large number of questions of the form “if this happens, then
what?”” or “what are the space of possible human actions?” Often experimental and survey
data have too little detail to answer questions at the depth posed by the modeler, whereas a
single protocol or an ethnographic study typically provides the kind of rich detail necessary for
addressing the modelers concerns. Although it is ironic to those who view computational
theorizing as the most quantitative of the formal theorizing techniques, in actuality the
ethnographer is the computational theorists best friend.

THE COMPUTER MODEL
AS HYPOTHESIS GENERATOR

The process of designing, building, and analyzing a computational model is a process of
theory building. An important component of this process is hypothesis generation. Computer
models can in fact be viewed as hypothesis generation machines. To generate hypotheses the
researcher first uses the model to conduct a virtual experiment. A virtual experiment is an
experiment in which the data for each cell in the experimental design are generated by running
a computer simulation model. In designing this virtual experiment, standard principles of
experimental design should be followed.

There are several key ways in which virtual experiments differ from traditional human
laboratory experiments. The first of these is scale. That is, it is possible in the simulated
environment to run experiments with more subjects (agents), for longer periods of time,
without subject fees, and to have the subjects engage in more activities, in larger groups, and so
forth. The computer basically mitigates the physical, temporal, coordinating, and monetary
constraints. The result is that it is very easy to design too extensive a virtual experiment.
That is, it is relatively easy to generate more data than any current statistics package can
handle. The constraints on the scale of the virtual experiment are computer storage space,
processing speed, and the size constraints of the statistical analysis package.

Another way in which the virtual experiment differs from the traditional human labora-
tory experiment is in the role of statistical significance. For the human laboratory experiments,
access to subjects, monetary and statistical power concerns determine the number of repeti-
tions per cell. In this case, for an outcome variable of interest, such as organizational
performance, statistically significant differences in this variable across two or more conditions
may signal support for a hypothesis. The lack of a statistically significant difference signals the
lack of support. In this case, the fact that there are observable differences is not interesting,
whereas the fact that a difference is statistically significant is theoretically interesting and
suggests that a real difference has been found. Many virtual experiment have at their core a
Monte Carlo experiment, i.e., an experiment in which samples are generated randomly across
some parameter space. For virtual experiments, the number of repetitions per cell are influ-
enced by computational processing speed, storage space, and the number of repetitions per ceil
needed to determine whether an observed difference is statistically significant. When comput-
ational storage space and time are not at a premium, the computational theorist will simply
run sufficient repetitions to guarantee that observed differences are significant. In this case, the
fact that there are observable differences is theoretically interesting, the fact that they are
statistically significant differences simply means the theorist had lots of computing power.

This does not mean that statistics does not have a role in analyzing the results of a virtual
experiment. Rather, it means that the way in which the statistics are used is different than the
way they are used in analyzing the data from a human laboratory experiment. Indeed, a critical



COMPUTATIONAL APPROACHES 75

step in generating hypotheses from a virtual experiment is to statistically analyze the results.
The results of that analysis are the hypotheses that can be examined using data from human
laboratory experiments, live simulations, games, field studies, or archival sources. In conduct-
ing a virtual experiment and generating a series of hypotheses the followings stages are gone
through. First, identify key inputs. Second, explore the input parameter space to determine the
values of the key variables that you want to explore. Third, the nonkey inputs, such as control
and secondary variables, should be set. These may be set to predefined values or chosen
randomly in a Monte Carlo fashion. Fourth, the virtual experiment is conducted, i.e., a number
of simulations are to be run. Fifth, to analyze the output a series of statistical analysis should
be run. Sixth a number of hypotheses should be generated. This is done by taking the statistical
findings and converting them into statements. For example, imagine that when a regression is
run related to uncover the relation between two inputs, such as group size and level of turnover,
on some outcome such as performance you find that the beta coefficient for size is .2 and for
turnover is .4. Then that finding about the relative strength of the regression beta coefficients of
two input variables could be converted into a statement of the form turnover has twice the
impact of size on performance. These hypotheses can then be tested in other venues.

THEORETICAL BREAKTHROUGHS:
THE NATURE OF THE SOCIAL AGENT

Computational models can be used in a number of ways. Several of these have been
discussed: model as theory, model as virtual world, and model as hypothesis generator.
Theorists using computational models have used them in these ways and several other ways
(e.g., to fine-tune a human experiment). Computational models have a long history in the
development of social theory and methodology (Federico & Figliozzi, 1981; Garson, 1987).
Results derived from computational models have led to a number of important theoretical
breakthroughs that collectively generate a more complete understanding of the social agent.

One of the key uses of computational models is to demonstrate how fundamental
behavior can arise from principles other than those taken for granted and to call into question
various paradigms. One of the earliest and most profound uses of computational models was to
develop the theory of bounded rationality. Prior to the 1960s, most formal theories of social
and organizational behavior assumed rational actors with complete information and total
insight. Arising out of the Carnegie School, Herb Simon and others argued that humans were
boundedly rational, i.e., social structure limits their access to data and human cognition limits
their ability to process that information. As a result, decisions are made by satisficing and not
by trying to locate the optimal decision. In A Behavioral Theory of the Firm (Cyert & March,
1963/1992) and in the garbage can model of organizational choice (Cohen, March, & Olsen,
1972) the authors demonstrate through computational based theorizing that human limitations
affect what choices are made when and how. Further, by taking such bounds into account,
theoretical propositions better match actual observations. This work was instrumental in
revolutionizing theoretical and empirical work on group and organizational behavior. The
resulting information processing view is now an integral part of many social theories.

Computer tournaments such as the now-classic “prisoner’s dilemma” computer tourna-
ment organized by Robert Axelrod (1984) have served to focus the attentions of many
researchers on a particular area of behavior, leading to rapid theoretical advancement. The
prisoner’s dilemma is a game-theoretic problem that explores the conditions under which
cooperation may arise between self-interested actors who have the potential to gain in the short
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run if they violate agreements to cooperate (Rapoport & Chammah, 1965). In a computer
tournament, the organizer invites people to submit computational models that do the “task’ of
the tournament. Results from tournaments demonstrate repeatedly that computational model-
ing can produce robust and sometimes unexpected results and advance theory. Tournaments
enable theories to “compete” with each other, leading to better theoretical understanding of
their relative efficacy, common features, and differences. For Axelrod’s prisoner’s dilemma
tournament the programs submitted were models of actors who followed various strategies for
playing the iterated prisoner’s dilemma game. The ““agent” that won was one of the simplest:
the agent employing the “tit-for-tat” that cooperated on the first move and then imitated the
previous action of its partner. This demonstrated that agents following a simple reciprocity
norm could succeed even in an environment that was largely asocial. There were two central
theoretical contributions: (1) the primacy of the reciprocity norm, and (2) the recognition that
social outcomes are as affected by social interaction as by human cognitive architecture.
Today, numerous researchers are using multiagent systems to understand the dynamics and
contexts under which cooperation evolves.

Another theoretical breakthrough is in the area of chaos. The notion of deterministic
chaos has captured the imagination of scholars and the public (Mandelbrot, 1983; Hao, 1984;
Gleick, 1987). Kephart et al. (1992) noted that social behavior can become chaotic. This in
itself is not the novel theoretical proposition. However, they ran a series of simulations that
demonstrated that intelligent strategies can reduce chaos. The level of chaos in societies is
reduced when the intelligent agents in these societies have the capacity to base their actions on
beliefs about others’ strategies and on the observed behavior of the collection of agents.
Mental models, even rudimentary ones, about others and knowledge of the collective behavior
are sufficient to generate nonchaotic behavior. This suggests that in order for recognizable
social behavior to emerge the content of individual cognition needs to contain mental models
of others and knowledge of others actions. One of the key questions here is to what extent does
this knowledge need to be of specific others versus the generalized other, and to what extent
does this knowledge need to be accurate.

A related breakthrough is in the area of social knowledge. Wegner (1995), using a
computer system as a metaphor for human memory, developed the powerful idea of trans-
active memory. Transactive memory (Wegner, 1987; Wegner et al., 1991) refers to the ability of
a group to have a memory system exceeding that of the individuals in the group. The basic idea
is that knowledge is stored as much in the connections among individuals as in the individuals.
Wegner argues that factors that are relevant in linking computers together such as directory
updating, information allocation, and coordination of retrieval also are relevant in linking the
individuals’ memories together into a group memory. Empirical evidence provides some
conformation and suggests that for a group, knowledge of who knows what is as important as
knowledge of the task. Transactive knowledge can improve group performance (Moreland,
Argote, & Krishnan, 1996). Thus, in order for recognizable social behavior to emerge, part of
the content of an individual’s mental models needs to be knowledge of who knows what and
presumably knowledge of who knows who.

These findings suggest a paradigmatic view in which social agents are information
processors and interactors with internal mental models containing a model of self and others
(specific and generalized) and others’ interaction that can be used to predict others perfor-
mance, to determine who to interact with, and to select among alternative actions. This model
of others and their interaction includes knowledge such as who knows who and who knows
what. Norms become rules of behavior that link knowledge of self and other to specific
interaction behaviors. An important element of this paradigm is that social behavior realizes
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social outcomes as the result of changes in interaction among agents and agents who them-
selves both in their mental models and in their behavior take into account what others know,
who they know, and what they are likely to do. This sociocognitive perspective on agents is
partially summarized by the Carley—Newell model social agent (1994).

COMPLEXITY AND EMERGENT BEHAVIOR

One of the tremendous values of using computational models is that you can reason about
dynamic systems and complex systems. Questions such as what is the impact of learning,
socialization, enculturation, and so on can be addressed. Moreover, the coevolution of groups,
groups and technology, two cultures, and so on can be addressed. This ability to use computa-
tional models to look at change on multiple fronts at once is a very powerful theoretical device.

The ability to use simple computational models to examine dynamics has fired the
theoretical imagination leading to a vocabulary and set of tools that can be used for sociologi-
cal theorizing and collectively referred to as complexity theory. Complexity analysis provides
us with a means for rethinking and extending social theories (Axelrod & Cohen, 1999; Morel
& Ramanujam, 1999). The vocabulary and tools are deriving in part from advances in biology
and physics. Clearly the history of social theory is replete with work on change and on
societies as complex, adaptive, evolutionary systems. The work today, however, uses a distinct
vocabulary, has a level of formalism not heretofore possible given the ubiquitousness of
computing, and has a focus on the pattern of outcomes relative to the pattern of desired
outcomes. From a paradigm standpoint there is now an increase of interest in complexity,
landscapes, emergence, and coevolution.

Social theory in general and organizational theory in particular has a tradition of looking
at societies and organizations as complex systems. A common feature of this work and modern
complexity theory is that systems are seen as more complex when there are more parts and
more connections among the parts. So, for example, when there are more individuals in the
society or more activities in the organization, the system is more complex. Further, when there
are more ties among individuals or more constraints among organizational activities then
again there is more complexity. To this the formal work on complexity theory would add that
complex systems typically have internal change, adaptation, or evolutionary mechanisms that
result in behavior that might appear random but that actually has an underlying order (Holland,
1998). The underlying order is attributable to multiple agents, often operating on very simple
principles.

The outcomes are complex for two reasons. First, there may be an appearance of random-
ness. Second, what outcomes are reached can be quite divergent depending on the initial
conditions the history of the agents activities (Kauffman, 1995). Complex systems have the
ability to self-organize (Bak, 1996). Self-organization means in part that group behavior occurs
that is distinct from a simple average of individual agent behaviors. For example, imagine a
group of agents moving through a grid. Even though individual agents may only move N, S,
E, or W, the group qua group can move NE. Moreover, even though individual agents may be
trying to optimize their outcome, the overall outcome for the group may be less than optimal.
For example, in a group-level repeated dilemma game even though each individual is trying to
maximize their return, the overall pattern of cooperation may result in the return to the group
being suboptimal. Having a group-level outcome that is less than the optimal can be thought of
as a complexity catastrophe (McKelvey, 1999).

The research on complex systems varies in whether or not a time-invariant fitness
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function is assumed. A fitness function defines the relation of inputs to outputs. A landscape is
a graphic depiction of the relation of inputs to the output of concern, of the independent
variables to the dependent variable (Levinthal, 1997). In this case there is a known a priori
fitness function. The landscape is fixed and features of the landscape may make it harder or
easier for individuals and groups to locate the optimum point in this landscape. In contrast, the
fitness function may not be known a priori and/or the relation of inputs to outputs is time
variant (dancing landscapes). In this case features of the landscape and of the way it changes
determine the ease or difficulty of moving about this space. Changes in the landscape are
commonly attributable to factors such as learning, innovation, population, turnover, birth and
death processes, and so on. Agents and groups move about on this landscape. For some
theorists, the agents move about because they are trying optimize their outcomes. For other
theorists, the agents are seen as trying to satisfice or to move randomly about on this landscape.
While there is growing agreement that social theories need to be dynamic, there is not
widespread theoretical agreement about the shape of the underlying landscapes, the nature of
the fitness function, whether or not the fitness function is fixed over time, and whether agents
optimize or satisfice.

In complex systems things emerge. As previously noted this emergence may take the
form of group outcomes that are distinct from individuals, or they make take the form of new
procedures, groups, ideas, and so forth. The theoretical issues include what enables new things
to emerge, to become stable, to become accepted and whether the history of the system alters
what can and does emerge. In Kauffman’s models (Kauffman, 1993) emergent structures
derived from two sources: (1) forcing functions, and (2) homogeneity bias. When only one
input can force a particular outcome state, there is a forcing function. An example here is the
relation between age and drug usage. If it is the case that if you have never used drugs by the
time you are 35, then you never will use drugs, then there is a forcing function. There will be a
resultant structure to the relation between age and drugs that remains fixed across populations
and groups such that there will be a larger than chance number of individuals over 35 who do
not use drugs. The second factor is a homogeneity bias. Homogeneity biases may be processes
or limits on variables that reduce the number of actual outcomes. For example, if the outcome
were clothing color and only two dyes were available, that is a stronger homogeneity bias then
if the number of dyes were unlimited. Other theorists working with complex systems have
noted that learning (Carley, 1990, 1991), mimicry (Macy, 1991a,b), and temporal and physical
constraints (Carley & Prietula, 1994) all lead to a certain level of emergent structuration. The
basic nature of dynamic systems is that things tend to emerge. Thus the issue is not do patterns
emerge, but what patterns emerge when and under what conditions.

The work on organizational adaptation is a classic example. Here, computational theor-
ists have shown that individual learning and strategic choice do enable organizations to adapt.
Change, in fact, is pretty much inevitable. Some of those changes are adaptive, i.e., they enable
certain outcomes to be maintained or improved. Moreover, this work demonstrates that the
emergent patterns are path dependent (history matters) and a complex function of interactions
among agents, knowledge, and task. Interdependence among agents and among knowledge
and tasks is a fundamental feature of social and organizational systems that affects group and
organizational learning, performance, and adaptability (Levinthal, 1997; Sorenson, 1997,
Krackhardt & Carley, 1998).

A related argument surrounds the notion of coevolution. Work in the area of ecology led
to the view that populations of agents evolve through processes involving Darwinian selection
of the fittest and trait propagation. This view was translated to the study of organizations where
population ecologists (Hannan & Freeman, 1977, 1989; Hannan & Carroll, 1992), proponents
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of organizational evolution (Aldrich, 1979; Baum & Singh, 1994b), and economists (Nelson &
Winter, 1982) all put forward the view that selectionist processes drive out the less fit firms,
leaving “order” to be explained as the consequence of the survival of the more fit firms.
Factors such as population density and niche overlap were used, in conjunction with evolu-
tionary principles to explain the varying states populations of firms. Kauffman (1993) suggests
that complexity effects may thwart selectionist effects under some circumstances. In particular
he argues that the extent of interdependence within and among firms when coupled with
regression to the mean can generate order even when the most fit firms do not survive.
Kauffman (1993) suggests that internal and external interdependencies (K and C, respectively)
create a level of complexity that can explain order in any world that can be thought of as a
multiple groups with linkages within and between the groups. His analysis suggests that
aggregate economic order (such as the distribution of size of firms that survive or the
distribution of survival times) could be at least as much determined by intrafirm and interfirm
dependencies as it might stem from external selection.

These interdependencies ensure that firms coevolve. This line of reasoning, although
novel to economics is the familiar social network explanation long part of sociological
theorists toolkit. However, from a sociological perspective the core assumptions are obviously
nonsocial. For example, a limitation of Kauffman’s model from a grounded theory perspective
is that it assumes that the number of links within and between groups (or in the example above,
within and among organizations) is fixed over time and identical across group members. In
other words, the shape of the underlying social network is fixed with uniform centrality per
agent. Thus, social order is explained in this work without an appeal to differentiation in the
network. In contrast, the Carley (1990, 1991) constructural model, the social network, and the
knowledge network coevolve, and initial network differentiation is a key determinant of order.

Not all work in complexity assumes away the importance of the pattern of relations. A
parallel line of theorizing, derived from information processing theory and cognitive science,
argues that the relations within and among groups evolve over time through a process of
individual learning. Moreover, these links are seen as embedding knowledge. In particular,
organizational learning theorists (Levinthal, 1997; Carley & Hill, 2001) suggest that even when
there is not population-level evolution, organizational learning is sufficient to generate order.
In this case, learning determines both the degree of interdependence and the value of that
interdependence. For Carley (1990, 1991), the degree of interdependency within and among
groups is dynamic and coevolves with the knowledge network (who knows what). Natural
leaning and communication processes coupled with barriers to communication and to learning
and the advent of new people, technology, and inventions prevent or enable groups from
collectively moving toward optimal positions in the landscape and produce order. Coevolution
occurs on multiple fronts: individuals coevolve with each other, individuals and groups
coevolve, groups coevolve with each other, culture and social structure coevolve, and patterns
of individual knowledge and interaction coevolve.

This work has led to a neoinformation-processing perspective in which social outcomes
emerge from network dynamics over a set of interlocked networks. Traditional social theory
has looked at networks in terms of the relations among people, or at an interorganizational
level—the relations among organizations. Linguists and learning theorists have looked at
networks in terms of the relations among knowledge and people. Operational researchers at
networks as relations among tasks. This can be brought together in a unified metanetwork
perspective where the relations within and among agents, knowledge, tasks, and organizations
are seen as constraining and enabling social behavior (see Fig. 4.1). Moreover, these networks
are seen as coevolving through dynamics such as learning, innovation, and population growth.
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Ficure 4.1. Embedding social behavior in a metanetwork.

A GLIMPSE OF THE FUTURE

Traditionally there has been a strong tie between the study of machine and human
intelligence. For example, mathematical models of human learning (Bush & Mosteller, 1955)
were among the first “learning” algorithms used in artificial agents. Advances in cognitive
science have come hand-in-hand with advances in computer science. Today, one of the links
between social theory and computer science is in the area of machine learning. Machine
learning techniques inform and are informed by our understanding of both individual cogni-
tion and group or organizational learning. One of the areas of greatest potential for their
application is in the area of social agents, another is in the area of organizational theory.

Social agents, such as personalized webbots, avatars, and socially sophisticated data
bases are becoming increasingly technologically feasible. Artificial agents can generate and
respond to rudimentary emotions, do tasks, and answer questions. As more of these agents are
created the issue arises as to how these agents can and should interact with each other and
human beings. New questions that need to be addressed include “do these agents need to be
social to communicate effectively with humans?” and ““will a society of webbots be more or
less effective if it follows the same norms of behavior as a human society?” For the social
theorists the creation of societies of these agents provides an important opportunity for
addressing fundamental questions about the nature and value of socialness and the relation of
sociality to other human characteristics such as emotions and cognitive processing.

Computational analysis and theorizing is playing an increasingly important role in the
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development of social and organizational theory. There is a growing recognition that complex
adaptive processes underlie social life. There are three elements to this view. First, social and
organizational processes are complex, dynamic, adaptive, and nonlinear. Second, organiza-
tional and social behavior emerges from interactions within and between ecologies of agents,
resources, knowledge, tasks, and other organizations. Third, the relationships among and
within these entities are critical constraints on and enablers of individual and organizational
decision making and action. There is a parallel recognition that societies in general and
organizations in particular are inherently computational, the reason being that they have a need
to scan and observe their environment, store information and procedures, communicate, and
transform information through human or artificial agents. Computational theories are provid-
ing the social theorist with both a new toolkit for examining social phenomena and new
insights into the fundamental nature of the social agent.
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CHAPTER 5§

The Critical Dimension
in Sociological Theory

CraiG CALHOUN

Human beings ‘“make their own history, but not of their own free will; not under circum-
stances they themselves have chosen but under the given and inherited circumstances with
which they are directly confronted” (Marx & Engels, 1848/1974, p. 103). The implications of
this are profound. Human action can change the world. This means that generalization from
existing reality does not exhaust social possibility, and thus is a biased basis for science. But
human action is shaped by externally imposed or inherited conditions. This means that the
range of possible historical developments is not limitless. Nor is human action inexplicably
spontaneous. History and action are understandable on the basis of systematic research. Such
understanding may never be complete, but it can be improved. Moreover, the making of this
understanding is part of the human making of history not external to it.

This is crucial background to critical theory. It is also a challenge to positivism, which
would reduce the complexity of social life and history to explanation by a few invariant laws.
Equally, it is a challenge to those “postmodernists” who would reduce the struggle for under-
standing to a struggle for power. Reductionism of either sort does violence to the achievements
of social science and to the everyday sociocultural competence of human beings. Invariant
laws (or something asymptotically close to them) may be formulated. The pursuit of power
(and other interests) certainly does shape knowledge. But neither laws nor interests accounts
for the whole of knowledge.

Neither positivism nor relativism will do. Sociology needs systematic empirical research
and a struggle to win social facts from the misunderstandings of everyday life, ideology, and
previous partial knowledge (Bourdieu, Chambordeon, & Passeron, 1991). Sociology also
needs critical awareness of the conditions and limits of knowledge and of social action. Yet,
almost since its inception, sociological theory has been divided by a series of partially
homologous but consistently problematic oppositions: positivist—critical, empirical—theoretical,
objective—subjective, structure—action. The result is that the development of sociological
theory is impeded by muddled arguments, unnecessary divisions between research and theory,
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and failures to refine empirical understanding through critical analysis including reflexive
analysis of the production of knowledge itself. Attempts at universality falter on weak
attention to historical and cultural specificity; conversely, attention to difference degenerates
too readily into relativism. Equally, critical theory that is not informed by empirical research
must fail in one of its most important tasks: grasping contemporary social reality in relation
to historical change (both past and prospective) and in relation to the struggles of human actors
to shape it.

In the present chapter my aim is limited to clarifying the nature of the disputes and
through this the importance of critique within science and critical theory within sociological
theory generally. I first provide an introduction to the idea of critical theory, both as it came
into sociological currency with the Frankfurt School and as it identifies an approach extending
beyond those origins. Next, I identify some misunderstandings built into the split between
critical and positivist theory in sociology. In the remainder of the chapter, I explore how three
enduring arguments inform the division in sociological theory and the need for critique.

THE IDEA OF CRITICAL THEORY

The idea of “critical theory” came into currency in Germany during the 1920s and 1930s.
Initially, it described not so much a new kind of theory as elements common in varying
degrees to several existing theories. Marx, Kant, and Hegel were joined with Freud, Nietzsche,
and Weber. Rejection of generalization from surface appearances was a common theme.
Critical theorists sought to establish underlying conditions of possibility and ask why some
possibilities were realized and others not. This was not merely a matter of statistical chances,
they argued, but of human projects such as the exercise of power and struggle against it.

At the same time, critical theory combined—unstably—the Hegelian—Marxian concern
for historical totality with Nietzsche’s, Weber’s, and Freud’s engagement with the complex
play of the irrational and arbitrary amid apparent rationalization. Horkheimer and Adomo
(1944/1969) saw the latter as parallel to Marx’s focus on the tensions between individual
rationality and systemic determinations and crises in capitalism. This informed a critique of
instrumental reason and also a critique of the “fetishization” or reification by which the
products of living humanity appeared as alien and sometimes opposed forces and even human
beings could be approached, by explanatory scientists as much as capitalist employers, as
things. Georg Lukacs was an important forebear, bringing neo-Kantianism and Marxism
together in his critique of reification. Lukacs (1922) showed among other things that Marx’s
work could be read against the grain of economic reductionism as a profound inquiry into new
kinds of culture and knowledge in the capitalist era, and that aspects of cultural change might
be basic to capitalism, not merely superstructural. The critical theorists challenged reductionist
marxism just as they challenged the positivist notion of the unity of science, which would
apply the same external and ahistorical mode of explanation to human action as to physics. But
the critical theorists were not antiscience; they sought to improve empirical research as well as
theory, in part by combining the two and in part by approaching each less ideologically.

The key protagonists of early 20th-century critical theory were Max Horkheimer, Theo-
dore Adorno, and a number of colleagues in the Institute for Social Research in Frankfurt. But
just as the idea of critique was older, critical theory also would spread beyond the Frankfurt
School. The phrase itself drew on a triple meaning. First, there was the Kantian sense of
critique as an inquiry into the conditions and limits of knowledge, whether focused on pure
reason, practical reason, or judgment. Critique in this sense probed beneath the surface of
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apparent knowledge to ask how it was that we could know and sought to reconstruct knowl-
edge more securely on the basis of such inquiry. Second, there was the older idea of critique as
the public practice of judgment, informed not only by personal taste and intellectual skill but
by reasoned argumentation. Critique in this sense was rooted in Socratic dialogues and
exemplified by the 18th-century literary public sphere. It also became a part of political life and
informed many ideas of science as a kind of public sphere in which reasoned argument and
evidence could be evaluated critically by all participants.! Third, the idea of critical theory
carried the implication of opposition to the established social order. This sense of the word
shared with much of our own everyday usage the emphasis on negativity, as criticism suggests
objections more than appreciations. But while social critics posed all manner of objections to
existing social arrangements and offered fantastic images of what an ideal society might be
like, critical theory was disciplined by Marx’s rejection of abstract utopianism.? Joining
normative to empirical theory, it demonstrated that other arrangements were possible, not only
preferable. Frankfurt School critique was both “defetishizing” in showing the human and
contingent sources of seemingly natural facts and “immanent” in showing how present reality
contained the bases and pressures for its supercession.’

Max Horkheimer gave a classic formulation to the emerging notion of critical theory in a
1937 essay. Asking “what is theory,” he noted the availability of an easy answer:

for most researchers, it is the sum-total of propositions about a subject, the propositions being so
linked with each other that a few are basic and the rest derive from these. The smaller the number of
primary principles in comparison with the derivations, the more perfect the theory. (Horkheimer
1937/1972, p. 188)

There was a tendency in the physical sciences for theory to become ever more abstract and
distant from the objects of ordinary experience and to be rendered in mathematical form.
Ultimately, nonetheless, ““the real validity of the theory depends on the derived propositions
being consonant with the actual facts” (p. 188). This notion of theory developed primarily with
regard to the natural sciences, but was adopted widely in the social sciences. Here Horkheimer
(1937/1972) begins to introduce critique, without yet naming it as such; he points out that the
social or human sciences follow the natural sciences partly for extraintellectual reasons: “‘the
so-called human studies (Geisteswissenschaften) have had but a fluctuating market value and
must try to imitate the more prosperous natural sciences whose practical value is beyond
question” (p. 191). Knowledge, this reveals, is not simply a reflection of empirical reality; it is
a social project.

Horkheimer’s essay goes on to elucidate a number of distinctions between ““traditional”
and “critical” theory. This very first one is basic, though. In a mild and understated form, it
raises the point that knowledge is to be explained in part by social conditions (though this does
not necessarily invalidate it or render it practically useless). This does not mean that truth

'This underwrites such ideas as the necessity of making publicly available the evidence on which scientific fundings
are based, and indeed, the general requirement to publish scientific findings. On the public sphere of 18th-century
literary criticism and its broader significance, see Hohendahl (1982). More generally, this idea of public communica-
tion has informed not only Habermas’s (1962/1989, 1997) account of the political public sphere but his (1984, 1988)
understanding of science.

2Cf. Marx and Engels (1848/1974) and Marx (1845/1975). At the same time, critical theorists have been concerned
with the possibility that rationalization and reification eliminated the sources of negativity—of challenging the
facticity of actually existing society with recognition of its internal contradictions and instabilities and imagination of
how it could be otherwise. Habermas (1989), for example, has worried over a possible “‘exhaustion of utopian
energies” in the contemporary era. See also Marcuse (1964, 1968).

3Seyla Benhabib (1986) usefully traces distinct though related strands of immanent and defetishizing critique, both
with strong Hegelian roots. On false necessity, see Unger (1987).
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claims are to be settled by extrascientific authority (say, institutional power); it does mean that
what is known and in what ways knowledge is formed are both shaped by extrascientific
factors. Horkheimer’s statement also exemplifies a distinctive feature of critical theory. It
seeks to advance knowledge in part by identifying the factors that limit or distort the ways in
which other existing theories grasp reality. It takes on itself, in other words, not only the task of
identifying errors but the task of understanding the implications of different foundations for
knowledge, including scientific inquiry, and different conceptual and theoretical approaches.
This is the sense of critique that Marx appropriated from German philosophy and put to work
in Capital, which he subtitled “A Critique of Political Economy.” The classical political
economists, he argued, had produced impressive economic theory that was nonetheless
distorted by their affirmative, uncritical relationship to capitalism. They analyzed processes
historically specific to capitalism as though they were universal, presented the commodifica-
tion of human labor as though it were natural and based simply on freedom rather than a result
of coercion, and neglected tendencies to systemic crisis.

Ideally a critical confrontation with other works of social explanation not only establishes
the good and bad points of competing perspectives, but shows the reasons behind their blind
spots and misunderstandings and demonstrates the capacity to incorporate their insights on
stronger foundations. It does this partly by situating the assessment of scientific truth within
history, including both the history of transformations and achievements in science and the
history of the conditions of social knowledge more generally. Second, seeing theory as critique
we also can see the reasons why knowledge advances not simply by the accumulation of truths
or the replacement of false understandings by true ones, but by movement from worse to better
understandings.* In such a view, judgment of what is better is never entirely neutral or free of
perspective but necessarily reflects particular formulations of problems for understanding.
Finally, with the centrality of critique and judgment in mind we can see why it is important to
conceive of science not simply on the model of the individual knowing subject, but in terms of
communication among scientists. Improvements in scientific knowledge are achieved not only
through observation, analysis, and theorization, but through critical discourse. This is one
reason why it is important for scientific works to be publicly accessible and also for the internal
organization of science to facilitate open debate and further investigation.

Critique is important, then, as part of the ongoing process of establishing a better, more
adequate understanding of the social world. It is not simply a negative effort, a demonstration
of weakness, but a direct contribution to better science. It also helps clarify the limits of all
specific formulations of scientific knowledge. Neither Marx nor Horkheimer argued that the
limitations of specific theoretical systems invalidated all knowledge. Indeed, each thought the
modern era had seen terrific progress in knowledge. But each also insisted on the partiality of
actually existing systems of knowledge. Indeed, partiality in the sense of incompleteness
implied partiality in the sense of bias. The embeddedness of knowledge in history meant not
only that it was incomplete until the owl of Minerva flew, but that its achievement was a
practical human project. Like all other practical projects, it was pursued in part on the bases of
interests (or passions or other motivations) that shaped the specifics of the project (Habermas,
1971).

4Though implicit in Marx and other 19th-century critical theorists, this argument was developed most clearly in 20th-

century hermeneutic philosophy (esp. Gadamer, 1975). From this source Habermas incorporated a version of the
insight into his critical theory (1965, 1984) (though see Holub, 1991, on the limits of Habermas’s openness to
hermeneutics). See discussion of the idea of “‘epistemic gain” in Taylor (1998) and Calhoun (1995).
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This applied as well to critical theory itself. One of the requirements of critical theory is a
continual reflexive inquiry into the historical, intellectual, and institutional conditions of the
critical theorists’ own work. Not surprisingly, Max Horkheimer and his colleagues were
generally more perspicacious in identifying the blind spots of others. This should not distract
us from the centrality of reflexivity to the more general project of critical theory. Certainly, the
founding generation of the Frankfurt School was attentive to the question of what social
position and intellectual resources made their own work possible.’ This dimension of critique,
however, has in many ways been developed further by critical theorists outside the Frankfurt
School, perhaps most notably Pierre Bourdieu (e.g., 1988, 2000).

The idea of a critique of the conditions and limits of knowledge is basic to scientific
reason as such (though not all scientists or even philosophers of science take it up in the same
way). In fact, Vienna’s logical positivists—Horkheimer’s prime antagonists in his 1937
essay—gave primary importance to just this sense of critique, arguing that all knowledge
claims are tentative and open to revision through critical analysis as well as empirical test.
More distinctive to the critical theory tradition is the critique of ““false necessity,” though this
is closely related. A kind of empiricism (and sometimes positivism) underpins an approach to
knowledge based on generalization and verification and claims unity across the natural and the
human sciences. This encourages the idea that society could be no other way than as it is, or at
least encourages mistaking historical and cultural contingencies for universal processes and
mechanisms. This sort of empiricism also serves functionally as a part of “affirmative”
theories that offer understanding of existing social arrangements that is always biased toward
their maintenance. Simply to generalize from existing social conditions is to miss their
location in history, with both a past and a future and usually with internal contradictions and
struggles that reflect one and shape the other. Simple generalization does violence not only to
historical change and transformation but to human action as a distinctive source of creativity in
the world. Yet this is not merely an error of theory but a participation of theory in society and
culture at large. Reification—to use Lukacs’s category—shapes both the everyday conscious-
ness of workers for whom the commodification of labor seems natural and the scientific
consciousness of an era in which corporations seem persons of almost as natural a sort as
human beings.

What Horkheimer called “traditional theory” reflected this reification insofar as it re-
garded human activity from an entirely “‘objective” vantage point, as a “‘thing” to be ex-
plained by external causes rather than internal reasons. The answer was not a simple inversion,
pure subjectivism, but rather a critical inquiry into the conditions that produced the partially
false objectification. Traditional theory could not achieve this, however, so long as it failed to
locate itself in history and social practice. Ironically, the uncritical objectivism was supported
by an uncritical exaltation of the scientific subject as knower. The attempt to find a Cartesian
“view from nowhere” was consonant with acceptance of reification. This was reinforced

SThis concern was related to the question of whether Horkheimer, Adorno, and their colleagues could identify a
standpoint for social critique that would relate their theoretical work to a possible practical project for social change.
Initially, they had shared the Marxist—Lukacsian hope that the standpoint of the proletariat offered such a vantage
point, and that the proletariat could become a crucial historical actor. The rise of Nazism dashed such hopes. While
some critical theorists vested their hopes in students, the poor, and other possible historical actors, Horkheimer and
Adorno became increasingly convinced that none was available. This was basic to their so-called “‘conservative
turn” and to the idea that their theory constituted in part a “message in a bottle” for future generations. This in itself
reflected analysis of the limits of the social position from which they could gain intellectual insight but not make it
practically efficacious.
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by the conception that theory—and science generally—should somehow be understood as
properly set apart from the rest of social practice, the province of a group of free-floating
intellectuals as Mannheim saw it or simply the province of the individual knower in the
tradition of Descartes and Kant.6

Horkheimer (1937/1972, p. 197) wrote,

The traditional idea of theory is based on scientific activity as carried on within the division of labor
at a particular stage in the latter’s development. It corresponds to the activity of the scholar which
takes place alongside all the other activities of a society but in no immediately clear connection
with them. In this view of theory, therefore, the real social function of science is not made manifest;
it speaks not of what theory means in human life, but only of what it means in the isolated sphere in
which for historical reasons it comes into existence.

This view of theory is linked not only to social irresponsibility but to a misleading, if flattering,
self-image for theorists: ‘“The latter believe they are acting according to personal determina-
tions, whereas in fact even in their most complicated calculations they but exemplify the
working of an incalculable social mechanism’ (Horkheimer, 1937/1972, p. 197).7 The most
important result of such a self-misunderstanding, a failure both of reflexivity and of accurate
empirical analysis of the conditions of theorizing, is a tendency to treat the existing social
conditions as the only conditions that could exist.

If a theorist is unable to see his or her own activity as part of the social world, and
especially if he or she simply accepts into theoretical self-awareness the social division of
labor with its blinders, this encourages a treatment of the external world as simply fixed and
“objective.”” This obscures the contingency and internal contradictions of the empirical world.

The whole perceptible world as present to a member of bourgeois society and as interpreted within
a traditional world-view which is in continuous interaction with that given world, is seen by the
perceiver as a sum-total of facts; it is there and must be accepted. (Horkheimer 1937/1972, p. 199)

The theorist, like most individuals within society, thus fails to see the underlying conditions of
social order (or chaos). But this does not necessarily result in a simple objectivism. It is more
apt to result in a dualistic splitting of objective and subjective dimensions such that neither
corrects the other. The reified view of the external world as mere ensemble of facts is
compatible (indeed, perhaps shares an elective affinity) with reliance on a notion of individuals
as discrete strategic actors confronting this world. The standpoint of the purposeful individual
confers one kind of order on the facticity of the world just as functionalism or systems theory

SPhilosophers are particularly apt to be outraged by nonphilosophical histories of philosophy. These present it as
something other than the history of the progress of reason (and thus a transcendence of “ordinary” history). As
Bourdieu (2000, p. 42) has argued, ““The refusal of thinking about genesis, and above all of thinking about the genesis
of thought, is no doubt one of the major principles of the resistance that philosophers put up, more or less universally,
against the social sciences, especially when these dare to take as their object the philosophical institution and, by the
same token, the philosopher himself, the ‘subject’ par excellence, and when they refuse him the social extrater-
ritoriality he grants himself and which he means to defend.” The reactions of some philosophers to Randall Collins’
(1999) recent study of the history of philosophy offer an example; they approach it less as a straightforward empirical
project that succeeds to a greater or lesser degree than as a sort of category error, the application of sociological
methods where they do not belong.

7To treat the individual as an asocial, ahistorical, objective starting point for knowledge, Horkheimer (1937/1972, pp.
210-211) wrote, is “an illusion about the thinking subject, under which idealism has lived since Descartes, is
ideology in the strict sense .... Critical thinking is the function neither of the isolated individual nor of a sum-total of
individuals. Its subject is rather a definite individual in his real relation to other individuals and groups, in his conflict
with a particular class, and, finally, in the resultant web of relationships with the social totality and with nature.” See
also Bourdieu (1988, 2000} on the scholastic fallacy.
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confers another. Individual and social world on such views each appear simply as environment
to the other.® Not surprisingly, then, many theorists proceed to affirm the treatment of those
basic social conditions that cannot readily be understood through purposive rationality,
especially those results of human activity that are alienated from the control of conscious
human beings, as though they were forces of nature. The products of historical human action
are affirmed as unchanging and fixed conditions of human action, and theory cannot articulate
the possibility of emancipation from these conditions.

Empirical generalizations are quite useful and of course may be made more precise by
use of scope statements; not all are in that sense false universals. But to theorize on the basis of
such generalizations alone is to incorporate the conditions of present-day society into theory of
society in general. This tends to tie theory to an affirmation of the status quo in which present
society appears not only as real but as necessary. Critique helps theory escape this determinism
and this diremption from history and human action. This is not only a matter of critically
analyzing the internal workings of theory, it is also a matter of approaching actual problems of
empirical analysis with attention to the conditions of possibility. That is, we need to ask what
sorts of social organization are “objectively” possible and why have some rather than other
possibilities become real. The answer may involve the direct exercise of power, or it may turn
on more indirect cultural hegemony, or it may be the result of historical accident.”?

A POORLY FRAMED DEBATE

Horkheimer, Adorno, and other critical theorists engaged in a formative debate with the
logical positivists of early 20th-century Vienna. They saw these as intellectually serious but
mistaken on two key issues. One was their faith in the unity of science—the Comtean project
by which distinctions between the human and natural sciences would vanish as humans came
to be understood entirely objectively.!0 Building on Dilthey and Weber, the Frankfurt theorists
insisted that such understanding of human actors could never be complete. Moreover, they
argued that if pursued without a critical complement that gave greater respect to the dis-
tinctiveness of human beings and the importance of action, such positivism would inevitably
do violence to humanity. Secondly, they objected to the positivists’ notion of science as
outside of history and free from social influence. This allowed the illusion of perfect scientific
certainty, but that could only be ideological and potentially condone disastrous overconfidence
(generally on the lines of being certain enough of ends to claim justification for troubling
means, as in various 20th-century projects of social engineering).

These two issues have remained basic to differences between critical theory and so-called
positivism but the debate has become muddled. Positivism has become a misleading label

8A point famously and repeatedly made by Niklas Luhman (e.g., 1998) from the standpoint of systems theory.
°One flaw to a good many otherwise important critical analyses is their tendency to rely on more or less explicit
conspiracy theories to account for the specific patterns of social or cultural organization. But to show that existing
reality could be otherwise and that some people benefit from having it remain as it is does not amount to
demonstrating that they have the foresight or power to have determined the actual course of history. As Pierre
Bourdieu has many times pointed out, social “‘games” are set up so that those who are their recurrent beneficiaries
may reap rewards from actions that never make their interests explicit.
0This project has returned to active discussion following E. O. Wilson’s (1998) publication of Consilience, drawing
its title term from Whewall’s 1840 evocation of the project of a unified science. The heirs of Vienna logical
positivists (some of whom renamed themselves “logical empiricists”) founded an annually extended Inrernational
Encyclopedia of Unified Science as one of their main publications.
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because it refers sometimes to a general broad empiricism and sometimes to specific philo-
sophical positions and ideas about the progress of science that flourished in the 19th and early
20th centuries. In recent decades, the term “‘positivism” was kept alive in social science by
critics who made it a term of abuse, and then defiantly claimed by advocates of the view that
the social sciences should be as much like the natural sciences as possible. Nonetheless, there
are important points of disagreement. Consider these core assumptions, offered by one of
sociology’s leading contemporary advocates of positivist theorizing:
There is an external universe “out there” which exists independently of our conceptualizations of

it; this universe reveals certain timeless, universal, and invariant properties; the goal of sociological
theory is to isolate these generic properties and understand their operation. (Turner 1987, p. 165)

Each of the three points Turner makes is important to distinguishing positivism from critical
theory.

The critical theorist need not disagree about the existence of the universe, but she or he
must question whether it exists “external’ to human beings and somehow ““out there.” Are we
not in the midst of this universe? Is human knowledge (and thus conceptualization) not part of
it? Likewise, the critical theorist can rejoice at the discovery of “timeless, universal, and
invariant properties” to social life. Alas, they are few and appear to account for only a little of
social reality as research reveals it. Such knowledge may grow, but the critical theorist will
insist on asking recurrently of each ostensible transhistorical invariant, might this in fact be
more historically or culturally specific? Even more basically, the critical theorist will point out
that the universe does not “‘reveal” properties, or at least not in any form equivalent to human
knowledge of them. Human beings understand those properties only by conceptualizing
them—rendering them into language—or in a special sense of the word “‘understand,” by
making them objects of effective practical action. Even the properties of the universe that seem
most clearly to exist externally to and independently of human beings, say, gravity, are known
to human beings only through language or practical orientations to action. Specifically, they
are known to theory only through language.

Last but not least, Turner would focus sociological theory on isolating and understanding
the transhistorical invariants of social life. The critical theorist will include among the goals of
sociological theory the understanding of patterns of difference and change. To be sure,
knowing transhistorical invariant laws of social life will be helpful in this, to the extent these
may be reliably discerned. But a key goal of critical theory is precisely to be able to locate the
present in relation to history, specific patterns of meaning in relation to cultural diversity, and
specific institutional forms in relation to other possible ones. Turner’s goal reflects the idea of
theory as ‘“‘nomothetic’ that came to prominence in the turn of the century methodenstreit. Its
implicit opposite is the merely “idiographic” particularity of history. But this distinction itself
is misleading. It opposes efforts to explain all reality by a small number of universal laws to
efforts to account for particular events (either by description or by explanation in a different,
noncovering law sense). But there is much to social science that is neither the pursuit of
universality by reduction nor the abandonment of general significance to pure particularity.

In the 1950s and 1960s, a famous ““positivism dispute’” brought the issues to the fore
again, at least in German sociology (Adorno et al., 1976). Adorno and then Habermas argued
the case for critical theory. Oddly, though, no participant in the debate claimed to represent
positivism. Karl Popper was accused by Adorno of being positivist, but misleadingly. Pop-
per’s “critical rationalism” was influenced by logical positivism but broke with it on crucial
points. Perhaps most notably, Popper (1934, 1972) replaced the idea of the accumulation of
verified truths by the notion of progress through the falsification of erroneous hypotheses. This
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progressive elimination of error through “conjectures and refutations™ underwrote a great
deal less certainty than either Comte or the logical positivists had thought science could
provide and than the name positivism implied. Neither did Popper try to defend a complete
unity of human and natural sciences (though he did hold that each could pursue the kind of
objectivity he advocated).

Confusions also have beset the ideas of critique and critical theory. First, the theoretical
project of examining the conditions of knowledge is easily confused with simply stating
objections to the views of others, regardless of the grounds. Second, the phrase “critical
theory” is often used to designate a specific group of theorists (the Frankfurt School) rather
than to identify more abstractly and generally an approach to theory. While members of the
Frankfurt School have been among the foremost advocates for and developers of critical
theory in the 20th century, they neither invented it nor own it.!! Third, and most problemat-
ically, critique is commonly identified with “antiscience’ arguments rather than seen as a
dimension of science.!2 In the 1960s and 1970s especially, it became common to link the idea
of critique to a kind of antiscience perspective, sometimes one rooted in radical subjectivism,
and to use the label “positivist” to lump together (and often condemn) all approaches claiming
scientific objectivity. The language of objectivity is indeed problematic, but the opposition is
simplistic.

In three senses, objectivity is at issue. First, there is the question of what it means to claim
that facts are objective. Does it mean that they are external to theory (and more generally,
language), or to the mind of the knower? Second, there is the question of whether human
beings may be understood as objects in the same sense as physical phenomena or non-
language-using animals. Among sociologists, so-called “positivists” are apt to quote Durk-

By means of his writing, his force of personality, and his ability to create an institution, Horkheimer was able to
claim the Iabel of critical theory distinctively for the work of his Institute for Social Research. Based in Frankfurt
before and after the war, this was an enormously vital and distinctive intellectual enterprise. But no single institution
or scholarly group should be granted title over an intellectual approach as broad and as basic as critical theory. As I
have argued elsewhere (Calhoun, 1995), this needs to be understood in terms of the several different intellectual
streams that flowed together for a time in the work of the Frankfurt theorists; it needs to be seen in the work of a wide
range of later thinkers who have shared a critical approach even when they differed substantively from each other
and labored at long distances from Frankfurt. The Frankfurt School gave critical theory a name, but the name fits a
much wider range of work than that of any one school. Max Horkheimer, Theodore Adorno, Friedrich Pollock,
Herbert Marcuse, and other members and associates of the Institute for Social Research produced a variety of
specific studies that exemplified critical theory at work on substantive problems (see for discussion Jay, 1975, and
Wiggershaus, 1994). These included analyses of state capitalism, the authoritarian personality, mass culture, and the
dialectic of enlightenment. All suggest themes that remain important, but critical theory as such needs to be
distinguished from any specific set of substantive themes.

2Heidegger and some of his followers within both hermeneutic and poststructuralist traditions do argue against
science, but such positions are neither the primary nor the best parts of critical theory. The antiscience arguments
stem largely from a critique of the kind of dualism that radically distinguishes subject and object, and thus alienates
mind from matter. Where dualism opposes consciousness to the world, the Heideggerian tradition emphasizes
being-in-the-world (the hyphens represent inextricable interconnection). A shift away from Husserl’s phenomenol-
ogy and even Dilthey’s hermeneutics, such an approach abandons the project of verifiable or “transitive” knowl-
edge as it has been understood in the tradition of science. Knowledge is not to be understood as an understanding—
let alone control—of something external. While many versions of post-Heideggerian philosophy stand simply
opposed to empirical science, it may nonetheless make useful contributions to critical theory that does pursue
scientific knowledge. Notably in the work of Gadamer it has offered important insights into the operation and limits
of dualistic epistemology, and the distance between “truth” and the operations of specific methods for producing
knowledge. See Gadamer (1975) and Taylor (1998, Chapter 1). This helps critical theory to challenge mechanistic
understandings of how knowledge might be grounded in mental processes and more generally to move beyond the
philosophy of consciousness to grasp intersubjectivity (see Habermas’s 1984 discussion and the clear summary in
1987).
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heim (1895) in both regards. Social facts are external, enduring, and coercive. Social facts
should be treated as things.!3 Third, there is the question of how much science (including
sociology) should itself be understood in objective or external terms, on the basis of inquiry
into its social bases and more or less impersonal processes.

Behind the arguments over objectivity lies the even more basic question, ““what is truth?”
This is importantly different from asking “what is true?”” The latter question may be answered
with a variety of “positive” claims about the world: grass is green, groups larger than ten are
likely to subdivide, and so forth. Much “‘everyday positivism” simply stays at this level. The
former question, however, demands an account of how we know. This is one source of
science’s vital self-reflexive inquiry into procedure. It is also one entry point of critique.
“Critique” thus refers to examination of the grounds, and thus both the limits and the
orientation, of all knowledge. On what basis can we know anything? How can we be sure?
What implications do the bases of knowledge have for the character or substance of that
knowledge?!4

None of this means that extrascientific considerations ought to be decisive for assessing
the value of truth claims. It does mean that institutional and other extraintellectual factors
shape what questions scientists address and how. As a result, while these factors do not deter-
mine what is true, they do partially determine what is known. They also influence how “truth”
is known: what connections are made among facts, into what contexts they are situated,
through what language and concepts, and with what practical orientations they are grasped.
None of these various senses of the “construction” of truth amounts to saying that there is no
truth, though they do suggest that there is no single, invariant, perfect statement of it.

In order to see what is at stake in the confused arguments between positivism and critical
theory, and even more, the unargued assumptions of social scientists on both sides, it is helpful
to grasp something of their historical development. Nineteenth-century positivism was indeed
influential in these, even though it is not so much the starting point as a false claim about the
end point. As Hegel thought the owl of Minerva flew in early 19th-century Prussia, so Comte
thought it flew just a few years later in France.

THE CONDITIONS AND LIMITS
OF KNOWLEDGE

In a sense, all modern science started with critique. Tradition was not simply accepted on
faith, but examined. The authority of the ecclesiastical hierarchy and even sometimes the Bible
itself were challenged by appeals to direct observation and individual reason. Commonplace
“truths,” like the flatness of the earth, were subjected to empirical and rational tests and
rejected unless they could meet standards of internal logic and consistency with observed
facts.

On both rationalist and empiricist sides, science staked its claims in terms of the modern

B3Durkheim was famously inconsistent in following his own methodological advice, and indeed some of his most
prominent contributions to sociology would have been impossible on such a strict positivist basis. Alexander (1982)
has shown how Durkheim’s positions vacillated in this regard as he sought to defend sociology in more or less
positivist terms and yet attempted to address questions of subjective consciousness and absorb influences from
phenomenology and idealist philosophy.

14This is not just a question about bias in the narrow sense of illegitimate intrusions of value or prejudice. Much
broader, it joins questions like how does scientific knowledge depend on specific technologies (e.g., microscopes) to
those of how it depends on specific conceptual schemes (e.g., atomism).
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era’s increasingly prominent individualism. Descartes famously exercised doubt of every
possible claim to certain knowledge until he came to what he took to be the bedrock, the
demonstration of his existence by his thought (“I think therefore I am”).!5 Bacon enunciated
an increasingly dominant faith in facts and Locke articulated in more detail how these fruits of
observation could only be discerned by individuals on the scene to see/hear/feel/taste/smell
empirical reality. We should not exaggerate, however, the opposition of rationalism and
empiricism in 17th- and 18th-century thought; there was a good deal of agreement among
philosophers who claimed opposite first principles. Rationalists and empiricists alike pre-
sented science as a critical method in relation to nonscience. But at least from the 18th century,
critique also began to be internalized within science, deployed in relation to reason and
empirical evidence, and brought to bear on the question of their limits and validity.

Lacking space (or I hope need) to retell the story at length, let me evoke it through one of
the decisive points at which the broad agreement faltered. Critique came into clear prominence
within science in considering questions about how to relate the claims of empirical evidence to
those of reason. This was a development broader than any single individual, but it is usefully
represented by attention to the pivotal work of David Hume.

Hume famously questioned an extremely widely held belief about human nature and
experience, one taken as axiomatic and indeed obvious by most scientists. Why, he asked, do
we believe that every event must have a cause? Indeed, why do we believe that for any event
we can establish its cause? On what basis do we claim to make inferences from some observed
events to other ostensible (but unobserved) causes? For example, we step outside, observe a
wet street, and hold that rain that we did not see falling must have caused this state of affairs.
Hume’s question is not simply whether there might have been some different cause: a firehose,
say, instead of rain. His question is about the very status of inference, which is why it goes to
the basis of science. What allows us to reason from observed to unobserved phenomena?

Without going into the particulars of Hume’s argument, the key is that correlation can
never prove cause.l® He suggests that we may well have developed an impression about the
connection of rain to wet streets based on frequent observation, and that this may be accurate
but that it still does not amount to establishing causation (in the strict sense of necessary
relation). It does not demonstrate a necessary connection but only a contingent one. We can see
the conjunction between events, but no matter how frequent that is, it can never amount to
observing causality as such.!” The attribution of cause is introduced by the human mind and
not based in any strictly rational fashion on induction from sense impressions (i.e., from
empirical data). Indeed, Hume suggested, it turns importantly on the imagination. Accord-
ingly, Hume suggested, the formation of such beliefs needed to be studied as a psychological
process not a logical one.18

This was a challenge to the notion that beliefs such as those in relations of cause and

5To doubt everything was Descartes’ basic method, but not to the point of being a full-fledged skeptic. Hence, having
discerned a ground for certainty in his own cognition, he proceeded to try to build up a more positive system of
knowledge from there, including crucially a proof of the existence of god.

16This is why statistical methods based on correlation matrices, such as regression analysis, cannot establish the order
in which variables are related; some extra-statistical reason must be adduced.

UThis becomes particularly important in sociology where relationships are extremely complex and predictions often
weak. As Raymond Boudon (1971/1974) put it, we analyze relationships not of strict causality, but of more or less
“weak implication.”

8Hume is often understood simply as a skeptic who completed the negative phase of British empiricism. For the idea
that he was in fact offering a more general theory of human nature, see Stroud (1977). Hume’s was a critical theory of
the relations among reason, passion, knowledge, and morality and as such intended as a contribution to understand-
ing the human predicament, not only a negative argument debunking specious beliefs.
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effect could be rational responses to sense data alone. Before Hume, it was easy to hold that
human observation worked more or less like a law court. The mind acted as a judge or juror,
believing in those things for which there was adequate evidence. The mind could be tricked,
but this amounted to an error in observation. What Hume showed was that the belief in cause
and effect could never be rational on these empirical grounds. That is, there will be reasons for
such belief, but they will not be because experience has rationally determined it. On the
contrary, it must be because there is a psychological principle of thought that establishes the
link where empirical evidence alone cannot. “If reason determin’d us,” Hume (1739-
1740/1958, p. 89) wrote, “it wou’d proceed upon that principle, that instances, of which we
have had no experience, must resemble those, of which we have had experience, and that the
course of nature continues always the same.” This principle of the basic continuity of
existence (or what Hume called the “principle of union among ideas”) is necessary to thought
but cannot be justified on purely empirical grounds. More generally, Hume pursued extremely
rational reasoning to the conclusion that our most basic beliefs about the world are without
rational foundation and must in principle remain so. This does not mean that we must therefore
abandon all such beliefs; on the contrary, they remain fundamental but as beliefs supported by
experience, practical need, and tradition.

Hume’s argument was pivotal to modern philosophy. Contentions about whether it was
altogether sound and what its implications are continue to the present day. The point is not to
adjudicate these disputes but to grasp the significance of the argument as critical theory. What
Hume did was to subject a widespread and basic assumption to critical analysis. His radically
skeptical reflection led him to reject the notion of planning progress on the basis of putative
rational-scientific laws and instead turn to the study of history, suggesting that knowledge was
limited to greater or lesser historical generalization.!®

Immanuel Kant was impressed by the brilliance of Hume’s arguments, which he said
woke him from his “dogmatic slumbers.”” That is, they persuaded him that existing claims to
certain knowledge were arbitrary at best. But Kant was unwilling to accept that there could be
no rational foundation for thought and moral conviction. He thought skepticism as well as
dogmatism needed to be overcome. Famously, therefore, he answered Hume with a further act
of critical theory. In his Critique of Pure Reason, Kant (1781/1965) agreed that knowledge
could hardly be based on sense data alone. Rather, he suggested, knowledge was achievable
precisely because the human mind operated with basic categories, including that of causality,
that made thinking possible. This indicated (as indeed Hume had argued) that knowledge
depended not just on its objects—the things in the world—but on the knower. Kant, however,
was prepared to develop a much more elaborate account of what knowers must be like on
the basis of the abstractly necessary conditions of knowledge. Some forms of knowledge could
be universal and like mathematics known universally with the certainty of pure reason. Others,
like ethics, could be known only by judgment and practical reason, and thus were less perfectly
universal. In both cases, Kant reminded his readers, knowledge, including science, remained a

9Indeed, one of the conclusions Hume drew from his argument was that in many regards we should trust the
accumulated wisdom of very extended experience and distrust claims to overturn this by means of abstract
deductions. This was paradoxical insofar as it was his own very rationalistic explorations that led him to this
emphasis on the limits of reason. Nonetheless, it informed his interest in empirical history as a process of learning
through experience and a respect for tradition quite different from the more common 18th century attack on it. This
also informed Burke and the conservative tradition with its suggestion that there was accumulated wisdom in
tradition and established practice that should not be overturned on the grounds of abstract theory, as famously in the
French Revolution, which was very much a revolution of rationalism and science against tradition as well as
commoners against king.
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project. It made no sense to claim dogmatically (in the manner of Leibniz) that scientific
knowledge had already attained perfection.20

Kant thus formulated an approach to critical theory aimed at establishing the bases for
knowledge by reference to the capacities and limits of the knower.?! Some of his successors
would hold that Kant had relied too much on the idea that the human mind was a universal
phenomenon, present in principle in each individual, and thus a basis for universal knowledge.
Hegel insisted famously on rethinking mind as first social and second historically developing.
The latter meant that knowledge could not simply accumulate, but that there was an integral
relationship between the development of capacities to know and production of knowledge.
Marx introduced a critical analysis of the categories of knowledge (e.g., value) that included
attention to how they helped to constitute a specific form of social reality as well as the
scientific knowledge tied to it.22 Along with others, Marx gave more stress to issues of
perspective. Kant had acknowledged that in the exercise of judgment it mattered where the
individual stood, but argued for overcoming such bias simply by taking a broad view. Marx
stressed that the “this-sidedness” of knowledge was not so easily escaped and reflected its
embeddedness in practical activity and processes of historical change.?? His arguments
became pivotal, thus, to “ideology critique” as an examination and sometimes unmasking of
the ways interests and perspective shape apparently neutral knowledge. Others made the point
that individuals never exist except as products of and participants in culture. Knowledge is
made possible not just by sense data and mind, but by language, concepts, and dialogue. When
such considerations are acknowledged, the critical examination of the conditions of knowl-
edge becomes even more empirically complex but remains vital.

This sort of critique also is basic to substantive scientific theory. Einstein’s famous
“thought experiments,” for example, involved efforts to subject received assumptions (rein-
forced by everyday culture and experience as well as scientific orthodoxy) to critical examina-
tion, theoretically analyzing their necessity, grounds, and significance, not simply adhering to
them so long as they were not directly falsified by empirical evidence. Moreover, they turned
crucially on the idea that the position and actions of the scientific observer might have an

20Kant saw his work as superseding the opposition of dogmatism (e.g., Leibniz) and skepticism (e.g., Hume) in
previous philosophy. In a sense, positivism and relativism represent a version of the same opposition. Perhaps
critical theory is best construed not as offering a claim to transcend the polarity, however, but rather a commitment
dialectically to interrelate claims to knowledge and assertions of its limits.

21See Goetschel (1994) for a useful discussion of how Kant developed this notion of critique. Of course, he did not
invent it ex nihilo. His approach was part of a general modern turn to ground knowledge in the individual. This is
often symbolized by reference to Descartes, and is indeed marked deeply by the dualistic approach he exemplified,
sharply distinguishing mind and body, for example. In any case, Descartes too focused more than invented an
approach that was already developing more broadly in his day. It also had ancient forebears—not least among some
of the neo-Platonists and in Augustine—though these were concerned mainly with different sorts of knowledge.
Future research would probe the specifics of human knowledge further, considering in a way Kant could not the
limits of the human eye and other sense organs, the way brains work and cognition develops. Such research has roots
in the British empiricists approach to psychology. It only becomes a part of critique when its implications for the
project of scientific knowledge itself are considered. At the same time, Kant’s approach (and that of most idealism
after him) relies heavily on a priori reasoning about the nature of mind and knowledge.

22Thus “value” is not inherently quantitative. The process of commodification reflects and furthers quantification of
value as capitalism develops (Marx, 1867/1977, Chapter 1; Postone, 1993).

23This became the basis for innumerable variants of “‘standpoint theory” and other forms of perspectivism. Some of
these focused mainly on the necessary limits of knowledge which must always be “this-sided,” while others laid
claim to identifying standpoints that offered universal or at least better knowledge. This line of argument has been
especially important in legitimating claims to knowledge from subordinated positions. See discussion in Calhoun
(1995, Chapter 6).
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impact on the knowledge he could achieve?*; so too in the social sciences. The critical
examination of the conditions of knowledge is not something that can be satisfactorily
relegated to a sort of philosophical metatheory: to a preparation of the epistemological path for
“real” theory. On the contrary, the contributions of critique extend into empirical theory and
reach throughout the substantive concerns of social science. This, however, is just what 19th-
century positivism tried to deny.

THEORY-LADEN FACTS:
REALISM AND CONSTRUCTIVISM

Two of the great founders of sociology—Henri, Comte de St. Simon, and Auguste Comte
(coiner of the very term, “‘sociology’”)—also were the founders of “positivism.” By this they
meant the application of scientific method to all of human existence. They were inspired
equally and without clear distinction by two somewhat different understandings of science.
The first had been spreading since Francis Bacon and focused on the growth of empirical
knowledge; science was the accumulation of demonstrated facts. The second was the some-
what more recent burst of technological innovation that shaped the industrial revolution; here
science was the capacity to dominate nature and control the conditions of our lives by the
application of knowledge. That St. Simon and Comte did not distinguish these two dimensions
made possible a key ambiguity in the idea of “positivism,” still evident in different meanings
of the word “positive.” What made positivism positive was first the certainty granted by
empirical knowledge and second the progress offered by technology.

St. Simon and Comte thought that all of human life could be reorganized on positivist
principles. Scientists were cast in two roles. First, as researchers they would discover the laws
governing all existence. Second, as something close to Platonic Guardians they would use this
knowledge to organize society, including family life, politics, and even religion, in the
“scientifically” best way possible. Comte presented this notion through what he called the
“law” of the three stages. Every individual person, every branch of human knowledge, each
society, and ultimately all of humanity must pass through three stages. In the theological stage
knowledge is little more than fiction as people represent natural phenomena as results of
supernatural agency. In the metaphysical stage, supernatural beings are replaced by abstract
forces (natural law, for example, or the Hegelian cunning of history). Finally, in the positive
stage, human beings accepted that there was no reality beyond that of this world and the
rational laws that organized its observable facts.?

St. Simon and Comte had relatively few followers for their religious program, but many
more for their scientific one.26 Comte’s theory of progress contributed to the development of

24Binstein assumed this knower was a “he.” Some later critics have suggested that the gender identity of the knower
could have a further impact on the knowledge that he or she could achieve, others that Einstein’s use of a gendered
pronoun was irrelevant.

ZFoucault (1966) famously redescribed this transition in his account of the movement from classical to modern
knowledge, correspondence to causes. According to Foucault, this involved not linear progress but a fundamental
shift (a “‘rupture”) in categories of understanding that could not be said simply to be better or worse. The two ages
offered different “epistemes,” different approaches to relating words and things, creating an image of an orderly
world, and indeed creating knowledge.

%Indeed, the religious aspect of Comte’s positivism did flourish for a while, and in moderated form influenced
Durkheim. In Britain, buoyed by the evolutionary current, public figures like Frederic Harrison and Richard Con-
greve supported Comte’s notion of a Church of Humanity, complete with its own positivist humans and pantheon of
saints. In the early 20th century services were still being held weekly in London and a few provincial centers.
Populism had its greatest public influence in Latin America, where it became an influential political ideology.
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evolutionary thought, though under the impetus of biology that rapidly outstripped his own
theory. His conception of science as a combination of description and prediction was influen-
tial. Perhaps most importantly, their French positivism joined forces with British empiricism
to help shape utilitarianism, political economy, and evolutionary theory, notably in the
theories of Jeremy Bentham, John Stuart Mill, and Herbert Spencer.

Positivism eventually came unglued, however, over questions about the relationship
between theory and facts. Much of the appeal of positivism came (as it still comes) from the
notion that its descriptions of the world were neutral accounts of empirical facts and its
prescriptions for the world accordingly based on universal scientific knowledge rather than
particular social interests. This is precisely what Karl Marx challenged, contending that both
the French positivists and the British utilitarians and political economists had produced
theories that not only misunderstood the facts of contemporary society but reflected a social
interest in affirming key features of existing social arrangements. Marx’s (1867/1977) Capital
opened with a critique of the basic categories of political economy, seeking to show that these
do not simply reflect reality but organize perception of it in a problematic way. Moreover,
Marx demonstrated that these categories, e.g., work redefined as the quantifiable commodity
form of labor, were in important ways constitutive not only of political economy but of
capitalism itself. Thus aspects of a historically specific form of social organization were made
to appear as though they were transhistorical universals.?” By uncovering this operation Marx
showed that other possibilities were open; existing social conditions were real, but not
necessary. The positivist political economists did not see this, Marx contended, partly because
their interests lay within the existing political economic system not in its transcendence.

Marx suggested, moreover, that much existing political economy was preoccupied with
seeking generalizations about surface facts rather than penetrating to the underlying structure
of capitalism. As a result, it merely documented what was going on within capitalism rather
than explaining capitalism. Here Marx touched on an issue that was basic to scientific progress
of his era. Darwin even more influentially (and perhaps successfully) made a similar move in
explaining the origin of species. He argued that underlying processes of generation and
inheritance of difference combined with selection through sexual reproduction to explain
crucial aspects of evolution. Like Marx’s theory of capitalism, Darwin’s theory of evolution
(or more modestly, of the origin of species) sought to explain observable reality on the basis of
unobservable but theoretically coherent phenomena.

This contributed to what came to be called the opposition between realism and instrumen-
talism (or sometimes constructivism). The most basic issue concerned whether theories were
more or less arbitrary tools for examining the world or whether they grasped reality in some
more determinate and confirmable way. Realists took the latter view, treating theoretically
necessary unobservables as real. Interestingly, for all of positivism’s claims for the perfection
of knowledge, its most influential 19th-century advocate—John Stuart Mill—was basicaily
an instrumentalist. He attempted to preserve the empiricist notion that all knowledge was
based most fundamentally on sensory impressions (and accordingly was dubious about
evolutionary theory). Mill made good use of syllogistic deductions, but he insisted on the basic
importance of knowledge derived directly from experience. Experience might be aided by
techniques and instruments of observation—telescopes or censuses—but it remained the
basic stuff of knowledge. Theory was among the instruments; it offered organized ways of

2TUnmasking this is arguably one of the contributions of dialectic reason to Marx’s argument. At a general level,
though, the point does not rest on more contentious Hegelian claims to a dialectic logic or approach to science. Marx
was much more empirically oriented than Hegel, and critical of Hegel’s claims to discern substantive truths on the
basis of dialectical reason alone (on Marx as empiricist, see Little, 1998, Chapter 2). Postone (1993) offers a
particularly helpful discussion of how Marx’s categorical critique opens up the question of historical specificity.
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talking about facts.? While theory included generalizations, sometimes formulated as laws,
these could never be the products of inference from empirical knowledge. All inference, Mill
argued, is from particulars to particulars. General laws can only be formulas for making
inferences from known to unknown particulars; thus, they may be useful but ought not to be
confused with empirical knowledge.

A crucial underlying problem here lay with empiricism itself. Philosophers (and philo-
sophical psychologists) of the 17th and 18th centuries had worked with one or another version
of a doubly problematic theory of ideas.® First, this suggested that knowledge consisted of a
collection of basically discrete items of information in people’s heads. Second, it held that
these ideas got into people’s heads on the basis of sensory impressions. While this theory is old
in philosophical terms, it retains a certain currency in common sense and even informs the
thinking of some nonphilosophically inclined scientists. Hume improved on this theory by
distinguishing ideas from perceptions and adding the possibility that imagination might be an
intellectual source, but he was still concerned chiefly with seeking empirical sources for how
ideas came to be in people’s heads. It was in this pursuit that he arrived at his radical argument
concerning the limited empirical basis for certain kinds of ideas, like cause. Mill was the
leading representative of this tradition in his day; among the later logical positivists, Mach
emphasized the idea that causes are not found as such in nature. Both accepted the importance
of theoretical terms such as cause, but held that they (along with other theoretical unobserv-
ables) meant that theory was a tool for understanding reality, not precisely a statement of it.
“Real” knowledge was that which could be empirically verified.30

Although Mill held to the empiricist position, he also contributed to superseding it by
turning attention more toward issues of method. Comte had considered experiments primarily
as a way to create knowledge; he had not focused on the importance of testing it. Once ““truth”
was established, Comte expected it to be stable. Mill paid much more attention to the idea of
disconfirmation or disproof. In this connection, he shifted the place of empirical data. Mill
distinguished the “brute facts” of induction from empirical evidence as it might be deployed
in ways that bore specifically on theoretical questions. He remained uncomfortable, however,
with the idea that unobservable theoretical entities could be anything more than convenient

28William James (1907/1995) would later suggest on pragmatist grounds that theories be conceived of as ways of
predicting one set of observations from another set of observations. Though they might be helpful, they could not be
repositories or guarantors of truth as such, but only as embodied in the practical operation of prediction.

29Some of the most basic issues are much older, including the notion that there is a clear and obvious distinction
between “mind” and “physical world.” The whole epistemological problem to which the theory of ideas and the
realist/instrumentalist debate speaks derives from this distinction and the question of how minds can gain knowledge
of that which is outside them. The empiricist tradition centers on Locke’s assertion of the mind as initially a rabula
rasa on which sensory objects make impressions; these are the basis of knowledge. While Locke thought that
general ideas could be established on this basis (by a stripping away of particulars), Hume challenged precisely this
view. Kant’s idealism suggested that mind was not a tabula rasa but both more active than the metaphor suggested
and structured by a priori categories of understanding. These last were crucial to the development of general or
abstract ideas.

0Note that by “verification,” Mill (and virtually the entire positivist tradition) meant empirical confirmation of truth.
The insistence that knowledge proceeds by falsification which we associate with Karl Popper is not part of
positivism, but as noted above actually a break with it based on critique (hence, Popper’s name for it, “critical
rationalism’"). Popper (1958, p. 30) traces the roots of the sort of rationalism he advocates back to the Greek tradition
of critical discussion: “‘the rationalist tradition, the tradition of critical discussion, represents the only practicable
way of expanding our knowledge.. .. There is no way that starts from observation or experiment. In the development
of science observations and experiments play only the role of critical arguments.... It is an important role; but the
significance of observations and experiments depends entirely upon the question of whether or not they may be used
to criticize theories (original emphases).
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fictions. Positivists generally followed Mill in holding that only direct experience could
produce empirical evidence and that all factual propositions required empirical verification. In
the late 19th century, the prestige of biological evolutionism led many to accept some level of
realism. Antirealist hopes for complete empirical grounding of theory were revived, however,
with the rise of logical positivism. Anything else was condemned as idealism, intuitionism, or
historicism.3!

The issue was basic to the dispute between the Frankfurt School and the Vienna Circle of
logical positivists. As Horkheimer wrote in 1936:

The view that thought is a means of knowing more about the world than may be directly observed
... seems to us entirely mysterious* is the conviction expressed in a work of the Vienna Circle. This
principle is particularly significant in a world whose magnificent exterior radiates complete unity
and order while panic and distress prevail beneath. Autocrats, cruel colonial governors, and sadistic
prison wardens have always wished for visitors with this positivistic mentality.?2

In fact, some members of the Vienna Circle accepted realist positions; Reichenbach declared
himself a ““critical realist,” a position claimed in the next generation by Bunge (1996). More
generally, a minimal version of realism has become widespread in science; unobservable
theoretical entities are treated as real, especially under the influence of atomic physics.
Realism never means severing all connection to empirical data, to be sure, but it does
challenge the straightforward empiricist understanding of truth.33

Empirically nonobservable theoretical terms are widely admitted in contemporary sci-
ence, though there are a range of different “realist” justifications for this (Putnam, 1987).
Some realist positions are treated with more skepticism than others. An example is the idea of
“real types.” Without going into detail, this involves the assertion that in some cases the
concepts used to categorize particulars into general classes of objects are not more or less
arbitrary features of theory but have an externally verifiable reality. Some scientists claimed
that races were real types; few now assert this.>* More persuasive candidates abound, though,
such as the distinction of physical states into gas, liquid, and solid. Even here, typification is at
least partially shorthand for a more complex reality. Rational choice theorists similarly wish to

3IThe logical positivists accepted Kant’s distinction of analytic and synthetic propositions, and thus granted truth
value independent of empirical evidence or experience to mathematics and similar purely formal reasoning. Quine
(1953) later attacked precisely this distinction and held that nothing could be known independently of experience.

?2Horkheimer, ‘“Der neueste Angriff auf die Metaphysik,” quoted in Wiggershaus (1994, p. 184). The issue remained
current in political terms 40 years later, when Margaret Thatcher famously asserted that society did not exist. This
echoed Jeremy Bentham’s (1970, p. 12) antirealist remark: “‘the community is a fictitious body, composed of the
individual persons who are considered as constituting as it were its members. The interest of the community then is,
what?—the sum of the interests of the several members who compose it.” Sociology recurrently faces the challenge
of establishing the reality of all manner of collective or emergent phenomena in a culture where the reality of
individuals is seen as basic (though in fact, the idea of individual may be just as much a social construction).

3Biologists influenced by the success of evolutionary theory were among the first to embrace realist positions;
Spencer broke with Mill in this regard. There is irony to this, however, since popular support for science has
depended largely on assumption that scientific truth could be defended on empiricist grounds. A gap developed
between actual scientific practice and popular and secondary school accounts of science as discovery and empirical
confirmation. This has been one source of basic confusions in popular understanding of science, for example, in
arguments over evolutionary theory in which “creationists” contend that because evolutionary theory is not true on
classical empiricist grounds (or the older sort of positivism) it is merely one speculation among many.

34Whether use of genetic markers will animate an effort to restore race to the status “‘real type” is unclear. Certainly,
they seem to suggest this in nonscientific imagination. Arguably, though, they suggest to genetic researchers even
less validity to the racial typification both because of the massive genetic commonality of human beings and because
of the lines of genetic difference that do not follow plausibly racial lines. Even if “race” is genetically further
deconstructed rather than rehabilitated, the idea of explaining human variation by genetics suggests something of
how a notion of real types might be persuasive.
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assert the value of their simplifying assumptions about human decision processes against those
who would argue that this is not how human beings actually think or act.3s

At the same time, instrumentalism has its heirs. These include pragmatism, Wittgenstei-
nian analysis of theory as a language game, and most poststructuralism. A good deal of work in
logic and the philosophy of science has started from a sort of partial or soft instrumentalism,
the recognition that there can be no such thing as a direct match between theory and empirical
reality. Even strong empiricists acknowledge that all empirical observations are mediated by
language.3® One can work to make language as precise as possible, whether one is a realist or
an instrumentalist. One also can see dependence on language as a limit to strict empiricism, as
revealing the embeddedness of science in culture (including scientific culture).??

The underlying question is something like does science offer us mirrors of nature or only
more or less persuasive arguments as to how things work?3® The first argument amounts to an
affirmation of a correspondence theory of truth, precisely what the 19th-century positivists
wanted, but now suspect among philosophers and critical analysts of science. Note, however,
the problematic implications of the second alternative. If scientific theories are arguments,
does this mean that we should judge them by their effectiveness as rhetoric? Or is there a way
to judge them by their purchase on ““reality?” Note also that the second argument is ironically
more strongly “realist™ in that it seeks to explain observed reality by theory.

The disputes between realists and instrumentalists have given way to a more general
crisis in epistemology. Classical empiricist approaches sought to secure the truth claims of
complex theories by building them out of empirically confirmed (or at least confirmable)
propositions. This ‘“foundationalism” perpetuates something of the theory of ideas insofar as
it suggests that each scientific finding may be independently verified and on this basis become
well-founded knowledge. The typical rhetoric of foundationalism is one of accumulating
truths and discarding falsehoods. This reveals its roots in inductivist empiricism. It sets up a
falsely high standard of perfect knowledge, however, making it relatively easy to attack.
Attempts to defend foundational truth have become ever narrower, more abstract, and more
distant from actual scientific practice, while challenges too often fall into cynicism in their
rejection of all notions of empirical truth.

“Coherentism” offers a corrective, suggesting that the statements in a theory are interde-
pendent and should be judged not just in the separate match between each and external reality
but by how well they fit together. This builds on rationalism and idealism. It does not, however,
explain how a theory is to be tested against empirical evidence. As Wilfred Sellars (1963, p.
128) phrases the dilemma:

38ee, for example, the prominence of claims to realism in the arguments of Kiser and Hechter (1998), responding to
Somers (1998) who herself claims the realist mantle, albeit with the qualifier “relational realist,” which suggests a
nod to coherentist rather than foundationalist criteria for judging truth claims. See also my discussion of both and of
the nondecisive character of appeals to realism in Calhoun (1998).

36Quine (1992), for example, remains thoroughly empiricist even while recognizing that access to observable objects
is more than a matter of sensation, and indeed that the role of language is a matter not merely of “observation terms”
but of “observation sentences.”

¥ The social sciences face more often the added challenge of what Gallie (1967) called “essentially contested
concepts.” These are scientific terms that are also inescapably terms in ordinary language, any definition of which
has potentially prejudicial implications for practical projects. Any clear operationalization of such a concept—Ilike
“nation” or “democracy” —will usually grasp only aspects of the more complex whole which is embedded in
actual social life and struggles.

38The language in which I have posed the question is that of Richard Rorty (1980). Rorty challenges the search for
certain knowledge (which animated empiricists and idealists alike) by suggesting that we ought to think of certainty
““as a matter of victory in argument rather than of relation to an object known.” While Rorty’s own views move
toward rhetoric and literature, rejection of the “‘mirror of nature” argument is much more widespread and not limited
to those who embrace relativism as openly (or, to his critics, as cynically) as Rorty. Popperian falsificationism and
much analytic philosophy also reject the pure correspondence theory of truth.
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One seems forced to choose between the picture of an elephant which rests on a tortoise (What
supports the tortoise?) and the picture of a great Hegelian serpent of knowledge with its tail in its
mouth (Where does it begin?). Neither will do.?®

A simple pragmatic appeal to theory’s usefulness does not really help, since it begs the
question of usefulness for what.*? A stronger pragmatist argument folows Peirce’s suggestion
that what counts as truth at any one time is based on acceptance by the community of scientists.
This is less arbitrary than it might seem. Scientists apply rational—critical argumentation and
norms of publicness to judge the quality and applicability of observations as well as the
coherence of theories. The success of predictions and practical applications can be taken into
account alongside inductions. Versions of the Peircean view inform theories as otherwise
different as those of Habermas (who conceptualizes science as a special kind of public sphere)
and Quine (who approaches science as a specialized speech community).

Partly because it has been posed in extreme terms (opposing perfect truth to perfectly
arbitrary statements) the realist—instrumentalist controversy has significantly impeded the
integration of critique into the scientific project. Taking unobservable theoretical entities and
processes seriously has indeed proved indispensable to science. This is no longer controver-
sial. But the positivist project of perfect truth is. So too is the notion of a continuous
accumulation of truths rather than recurrent discontinuous recasting of knowledge.*! That
knowledge—and perforce theory—is incomplete, biased, and implicated in struggles for
power does not, however, render it entirely arbitrary.#2 The project of critique assumes the
reality of knowledge as well as its imperfection, and also the potential for epistemic gain. It
is thus at odds with accusations (more common in the literary versions of “theory” than the
sociological) that claims to knowledge are merely rhetoric.

THE UNITY OF SCIENCE,
OR DO CULTURE AND AGENCY MATTER?

Critical theory engages knowledge as a product of human action. Like all such products,
it is shaped by history and social conditions as well as current choices and perspectives. It is
embedded in specific ways of understanding the world—from cultures to ideologies to
theories—that enable us to grasp what is going on but do so always in partial and biased ways.
This may involve “distortion” but there is no way to contrast this to perfect, undistorted,

31 have been pointed to the Sellers passage by Haack (1993). Haack herself makes a valiant effort to trace a middle
ground and at the same time to restore some confidence that epistemology might, if suitably reconstructed, make
valuable critical contributions again.

“0The “‘usefulness™ of theories (including their capacity to generate acceptance as “true”) varies with shifts in
practical projects and objects of attention. This need not imply a relativist reduction of truth to taste or power, but it
will help to explain why advances in knowledge are not simply and impartially cumulative. Actual historical
developments in knowledge are less matters of rejections of the false in favor of the true than of “epistemic gain”
offered by one complex package of arguments compared to another. See Gadamer (1975), Taylor (1985, 1989), and
discussion in relation to critical social theory in Calhoun (1995, Chapter 2).

4IThis is an aspect of Kuhn’s (1970) notion of scientific revolution, though it is less controversial than his stronger
claim that because paradigmatic systems of knowledge are incommensurable there can be no way to assess their
greater or lesser truth value. Comparing theories, in other words, is radically different from comparing propositions
within theoretical frameworks.

42As Pierre Bourdieu (1998, p. 26) has written: “In the order of thought, there is, as Nietzsche pointed out, no
immaculate conception; but nor is there any original sin—and the discovery that someone who has discovered the
truth had an interest in doing so in no way diminishes his discovery. Those who like to believe in the miracle of
‘pure’ thought must bring themselves to accept that the love of truth or virtue, like any other kind of disposition,
necessarily owes something to the conditions in which it was formed, in other words a social position and
trajectory.”
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knowledge. The contrast can only be to other ways of constructing knowledge that grant better
purchase is some determinate context (specific project, social field, or cultural orientation).
Critical theory thus insists on a middle path between positivism’s exaggerated hopes and
relativism’s exaggerated disappointments.

Following Jeremty Bentham, John Stuart Mill sought to make ethics an “exact science,”
to reform law and social institutions on the basis of economic, psychological, and sociological
science and to direct human conduct in the same way that nature can be controlled through
knowledge of its causal laws. “If we knew the person thoroughly,” Mill (1843/1986, p. 122)
wrote, “and knew all the inducements which are acting upon him, we could foretell his
conduct with as much certainty as we can predict any physical event.” This basic orientation
shaped the “positivist” side in later arguments: the idea that the kind of knowledge we can
have of human action and its products is no different in principle from that we can have of the
physical world and biological nature.

An important goal of positivism has been to achieve a unity of science in which human
life would be understood not only with the precision of physical explanation but as part of the
same underlying causal theory. That is, one set of basic theoretical laws should be formulated
to account for physics, biology, culture, and social relations. This project challenged tradi-
tional humanism in a basic way and indeed helped to produce the division of the humanities
from the natural sciences. Philosophers might join the positivist project, redefining their field
as a labor of clarification in support of science. When they resisted this, it was commonly, and
crucially, in the name of human action. This insistence on the basic and irreducible importance
of action to the nature of humanity, and thus also to its difference from the rest of nature, led
positivists to accuse these philosophers of being metaphysicians or even theologians. Indeed,
theology contributed importantly to the understanding of the idea of creative action. So did
literature, history, and even versions of linguistics, fields to which nonpositivist philosophy
was joined in the notion of the humanities. These disciplines all rejected the notions that
problems of meaning could be effectively sidestepped by recourse to external causal explana-
tion and that cultural and historical differences were epiphenomenal to some invariant reality.

The result was a quarrel most famously located in late 19th and early 20th century Ger-
many as the methodenstreit. Sociology seems fated to repeat this struggle over and again,
usually in a confused way and without much explicit recourse to history. If there is any content
associated with the classical “struggle over method” in the minds of most sociologists it is the
opposition of “nomothetic” to “idiographic’ approaches. Science seeks universal laws, this
vague disciplinary memory suggests, while history seeks to account for particular events. A
variety of possibilities, however, are obscured by the opposition between idiographic and
nomothetic knowledge. Consider, for example, analogies. These are an important form of
connection between accounts, generalization of a sort, that fits neither of the allegedly alterna-
tive approaches. Indeed, Stinchecombe (1978) has argued that analogies are the basic form of
successful reasoning across cases in historical sociology, rather than covering law theories as
such.

The opposition of generalizing and particularizing disciplines does not in itself clarify the
motivations for the methodenstreit. This was a struggle, not simply a convenient division of
labor because it turned on commitment to sharply opposed positions about human action. The
positivist vision requires that the human production of meaning be epiphenomenal rather than
a basic aspect of making the world. It reduces action to behavior (and thus in principle external
explanation).#? The alternative is to see the creative potential of human action as basic not

438ee the classic account and critical analysis by Taylor (1967). Of course, positivist accounts need not reduce action to
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merely to human experience but to reality. To understand human beings as actors requires
interpretation, recognition that people are themselves interpreting the world and investing it
with meaning as they act in it, and thus understanding them in cultural contexts. Cultural
contexts, like actors and actions, are necessarily plural. This is why there is an element of
particularity, or specification, to the kind of knowledge pursued by the humanities insofar as
they take creative action seriously. The link to ‘“‘particularity” expresses the fact that the
human participation in creation of the world produces difference: cultural, historical, personal.
It is not simply a matter of events, or detail, or situation within narrative rather than covering
law explanation.

A variety of possibilities are obscured by the opposition between idiographic and
nomothetic knowledge. Consider, for example, analogies. These are an important form of
connection between accounts, generalization of a sort, that fits neither of the allegedly alterna-
tive approaches. Stinchecombe (1978) indeed has argued that analogies are the basic form of
successful reasoning across cases in historical sociology, rather than covering law theories as
such.

The original opposition reflected among other things the interest of Dilthey and other
participants in the methodenstreit in defining the proper pursuit of the field of history. History,
it could be said, was less concerned with generalization than particularization. But even here,
history is not solely the history of events but also (as Braudel would later put it) of mentalities
and structures. The point was not the virtue of particularity as such (however much historians
might tend to prefer particular details in their accounts) and certainly not a refusal of all
generalizations. Rather, the points were specificity and difference. Historical analysis required
the specification of context, limit, and location, both in space and time. It required the recogni-
tion and interpretation of different ways of seeing the world (cultures, knowledges), and it
required attention to contingency and action. If history is an account of how the world came to
be as it is, then it must acknowledge that the world could have been otherwise.

The social sciences straddle the division between the humanities and the natural sciences.
This is not simply a matter of conflicting views about social life that could in principle be
resolved by empirical research. Where social scientists stand certainly affects the substantive
claims they make, whether they think that the profit motive is natural, for example, or histori-
cally and culturally specific. But the issue cannot be kept external. The struggle over methods
is not only about technique but about the nature of knowledge itself.#

Whereas the natural and the cultural or hermeneutic sciences are capable of living in a mutually
indifferent, albeit more hostile than peaceful, coexistence, the social sciences must bear the tension
of divergent approaches under one roof, for in them the very practice of research compels reflec-
tion on the relationship between analytic and hermeneutic research methodologies. (Habermas,
1967, p. 3)

psychological learning theory; they can reduce it to purely strategic models in which it is the product of interest,
context, and cognitive capacity. Intentionality is tricky; some are prepared to accept that it is characteristic of action,
though it has proved hard to find a neurophysical process that might account for it. What they cannot allow is that
action is fundamentally creative. Perhaps the most emphatic statement of the centrality of creativity to action was
made by Hannah Arendt (1965). Hans Joas (1997) recently has pointed out the extent to which even social theory
focused on action has failed to do justice to the idea of creativity.

44The issue is, in other words, “methodological” in a strong sense. In everyday usage, methodology often refers
simply to technical knowledge; the methodologist in a team project is one especially skilled in the application of a
technique or possibly one who develops that technique further. But knowledge of method should go beyond this to
enable fully informed choice of method. This implies grasping the internal relationship between method and the
creation of knowledge. This in turn involves questions about the nature and specific forms of knowledge.
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Every objective research method poses challenges of interpretation. At the same time, inter-
pretative research gains its significance as social science by interpreting social life in a way
that transcends the individual researcher’s personal relation to it.4

Within the social sciences, thus, struggle over methods is endemic. It is closely bound to
theory and it demands reflexivity. That is, it demands continuous critical consideration about
the relationship between the approach to knowledge and the knowledge produced. It is
possible, however, to embrace both sides of the division, that is, to learn from both objectifying
methods and interpretation. This the founders of the Frankfurt School did, and it remains
important to critical theory.*¢ Indeed, this is a distinction of critical social theory from some
postmodern or poststructuralist or other theories that may claim the label of critical theory.
Many of these reject scientific knowledge (or at least its legitimate purchase on human affairs)
much as positivism rejects culture and creative action. This, however, is incapacitating for a
critical social theory. To refuse the project of disciplining theory by empirical research is to
refuse theory a truly practical engagement with the world.

Partly in response to these concerns (though not in a Frankfurt School trajectory), Pierre
Bourdieu has pursued simultaneously the objectification of both subjectivist and objectivist
perspectives in social science. The polarities of the methodenstreit each reflect “scholastic”
points of view and also the distinctive sense of honor inculcated in those who succeed in the
world of universities and academic disciplines.

Those who are immersed, in some cases from birth, in scholastic universes resulting from a long
process of autonomization are led to forget the exceptional historical and social conditions that
make possible a view of the world and of cultural products that is characterized by self-evidence
and naturalness. (Bourdieu, 2000, p. 25)

On the one hand there is an exaltation of the individual-as-knower. There is a tendency to
idealize the scientist as a distinctive sort of subject, remarkably rational as the artist is held to
be aesthetically gifted, and thereby to protect the scientific field from external examination
(and indeed internal reflexivity). On the other hand, the ideology of objective facts implies that
these are absolute and neutral; they may explain but never need to be explained. Yet there are
objective limits to objectivism. Not least, there is no escaping the work of constructing the
object, and the responsibility that this entails (Bourdieu, 1988, p. 6).47 Both depend on what
Bourdieu calls the ‘autonomization’ of the intellectual field, its special historical construction
as a quasi-independent realm of the pursuit of (and struggle over) knowledge. The very
defenses of this field against outsiders also function as defenses against explanations of either
subjectivist or objectivist knowledge as products of historical and social circumstances. Yet,
explanations are possible both in terms of the collective history that produces the categories of
our thought and the individual histories by which they are inculcated in us (Bourdieu, 2000, p.
9). As the latter clause suggests, the objectification of objective knowledge reveals that it is
produced by subjects just as subjective interpretations are shaped by objective conditions.*8

45SHence the joke about what the native said to the postmodernist anthropologist: enough about you, let’s talk about me.

“Frankfurt School critical theory is often seen as mainly a philosophical project, but this is misleading. The Institute
of Social Research was founded precisely to combine empirical inguiries and theoretical development—not least
because of the concern Max Horkheimer shared with his colleagues (including their financial backer Felix Weil) that
an adequate and practically significant critical analysis of the growing European crisis depended on this.

47The enduring debates that pose individual and structure as alternatives (rather than pursuing a relational analysis)
reflect these polarities in the scholastic field as well as contrasting substantive perspectives. As Bourdieu (1990, p.
190) writes, “it is easier to treat social facts as things or as people than as relations.”

“Bourdieu’s point applies not only to the pursuit of knowledge but to social life more generally. “The source of
historical action, that of the artist, the scientist or the member of government just as much as that of the worker or the
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Reflexive inquiry into the nature and conditions of the production of knowledge is not an
attack on knowledge but a way of improving it.*

Among the most basic of the conditions of knowledge is its constitution in language. Mill
(1843/1986) himself began his System of Logic with an analysis of language. It remained to
later philosophers, however, to develop the conclusion that there is no access to knowledge
except through language. Though neither analytic philosophy nor logical positivism is usually
considered part of critical theory; in fact, both are based in large part on critique (in the Kantian
sense) of how language works to structure knowledge.’? Linguistic analysis in this sense was
closely akin to logic, and with Frege, Russell, and other pioneers it focused on substituting
logically clear verbal expressions for misleading or ambiguous ones. Wittgenstein later
described this approach to language as a sort of therapy for thought.

However, Wittgenstein also pushed linguistic analysis well beyond this purely clarifying
role. His critiques of the solipsism of traditional philosophy, for example, challenged the
logical positivists’ approach to knowledge as based on a pure relation between knower and
experience. Carnap, notably, had argued that all empirical knowledge must be built up out of
elementary records or recognitions of experience (what he called ““protocol statements””). This
notion retains force (without explicit theorization) in much everyday sociological positivism.
Complex statements are held to have truth value because they are composed of more basic
statements that lead back to ‘““actual data.” These data are a secure foundation because they
refer to the experience of a researcher directly observing (via sensory relationship) “reality.”
Wittgenstein does not challenge the existence of such reality (or say much of anything about
it), but he chalienges the verifiability of any fact recorded in such a way.>! The problem stems
from the implicit individualism of the traditional (including Carnapian) account of observation
and cognition (itself embedded in the dualism associated with Descartes). The reliance on
direct sensory experience suggests that external reality causes mental states in the observer,
hence data. But how does the observer “show” these mental states to others, and thus provide
for verification? Indeed, how does she or he identify them as any particular sort of mental
states. The answer is generally through language. But, Wittgenstein argued, the language must
be social, not private. It is a useful tool for communication because it is shared and it is a skill

petty civil servant, is not an active subject confronting society as if society were an object constituted externally.
This source resides neither in consciousness nor in things but in the relation between two states of the social, that is,
between the history objectified in things, in the form of institutions, and the history incarnated in bodies, in the form
of that system of enduring dispositions which I call habitus” (Bourdieu, 1990, p. 190).

49Critics recurrently point out that theories ostensibly based purely on facts or on the combination of logic and
empirical evidence always also depend on more or less arbitrary assumptions, reflect biases inherent in language and
the construction of concepts, and are shaped by interpretations that are necessary to the constitution of any facts.
Such criticisms are sometimes answered by assertions that assumptions can be controlled if they are made clear, that
biases can be minimized by careful methods, and that interpretation can be checked by measures of reliability. Even
more persuasively, many refuse to cede the terrain of argument to such critical questions. “Show me a model that
works better,” they suggest and they will consider changing their views. While this is an evasion of critical questions
that are both legitimate and important, it is not an argument without force. Critical theorists need to respond by
participating in the development of better empirical accounts.

0Wittgenstein’s (1922/1981) Tractatus, for example, was “‘a critique of language designed to reveal the essential
structure of the thought which is expressed in language and to discover, through that structure, the limits of thought”
(Pears & Kenny, 1994, p. 257).

5'Positivists and other empiricists have a long tradition of posing arguments against the red herrings of imagined
idealists and relativists. They confuse arguments about how we grasp reality or communicate our understanding of
reality for arguments that in some sense it does not exist or have material force for us. Thus Berkeley’s “immaterial-
ism” is not refuted by kicking a hard object. Neither do advocates of critical science studies who hold that gravity
is a concept generally maintain that they would not fall to earth if they leapt from windows.
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acquired in social interaction. The use of language involves a practical orientation to action
that never reduces to following rules. Thus, the relationship to experience is less direct than
initially claimed. Wittgenstein identifies other problems as well, including the tendencies to
treat the observer as a disembodied cognitive ego and to treat sensations as objects (rather than
responses to objects).

Wittgenstein’s inquiries here suggest some of the reasons why critical theory (along with
pragmatism and other approaches) has generally challenged “‘philosophy of the subject.”32
Though this was one of the starting points for modern science, it is also a problem. In its place,
and more generally in place of the sharp dualism of internal and external, theorists have
developed approaches to intersubjectivity: the mutual interdependence of human subjects as
social beings. Empirical data thus involve internal states (experience) that are organized and
judged by intersubjective criteria (language and scientific understandings formulated in lan-
guage).

Wittgenstein’s later work here suggests not only a philosophical clarification in regard
to science, accordingly, but the importance of anthropological and sociological investigation
into culture and the construction of meaning. From the embeddedness of claims to factual
knowledge in language, we proceed to the similar embeddedness of all human existence in
culture. This is a conclusion also traceable back to the starting point of the ““humanistic” side
to the methodenstreit, the insistence on the creative power of human action. It poses a variety
of problems for the project of cross-cultural knowledge, including but not limited to positivist
programs pursuing universal truths independent of culture. Following Wittgenstein’s approach
to languages as ‘“wholes,” Winch (1958) argued that translation of notions like “‘rationality”
across cultures may be impossible.>* This would challenge the very idea of a social science.
However, Wittgenstein’s notion of language games suggests a different and more promising
approach. If we see language in pragmatic terms (and allowing for metapragmatic analysis
that does not presume neutral metalanguage), we can see that translation is a poor metaphor
for the way cross-cultural understanding actually arises. It develops out of mutual engagement
in tasks of practical understanding and action. These encourage change in participants as well
as in language and culture and underwrite new possibilities for communication.>* The posi-
tivist idea of a neutral metalanguage into which all empirical observations might be trans-
lated may be chimerical, but this does not mean that knowledge—of varying generality—
cannot be produced or communicated. One of the tasks of critical theory is to analyze the
implications of shifting social foundations, scientific standpoints, and cultural contexts for this
knowledge.

At the same time, though, it is crucial to recognize that culture is not merely a means of
understanding the physical or even the psychological worlds. It also is constitutive of human
reality. The very persons who are observers and knowers and actors exist only as participants
in cultural relations. This does not mean that they exist in bounded, internally uniform
cultures, since the cuoltural worlds people inhabit are frequently polyglot, heterogeneous, and
shifting. Neither does it mean that persons are passively determined products of culture, fully
explicable by it. On the contrary, human beings create culture. But in this as in the making of
history generally, people are shaped by great determinations and usually make small changes.
Indeed, for the most part, people’s participation in the making of culture reproduces it, even
when they sometimes make great changes in themselves or their circumstances. Nonetheless,

52See the opening chapter of Habermas (1987) for a clear account.
33See discussion from various vantage points in Wilson (1970).
541 have discussed this idea further in Calhoun (1995, Chapter 2).
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there are important senses in which the human world is historical precisely because it is the
result of human action. It is a world that human beings have made, though not under conditions
of their own choosing. At least part of this making moreover involves creation by means of
imagination. A whole host of particular practices and relationships exist because human
beings were able to imagine them. More basically, though, the very categories through which
we give the world form are products of social imagination. Is the world organized into nation-
states? Are corporations real? Does a contract bind parties? Is this piece of paper or digital
encoding money? As US Supreme Court Justice Marshall wrote in 1819, “a corporation is an
artificial being, invisible, intangible, and existing only in contemplation of the law.” 3> Many of
the realities with which social scientists are appropriately concerned cannot be found in an
elemental sensory experience. We need to ask not just of their status as objects of scientific
attention, whether realist or instrumentalist, for example, but of their status as material forces
in the world. Insisting on the historical creation of the world as this sort of world, critical
theory reveals that it could be otherwise and seeks to locate the possible and likely directions
for change.

CONCLUSION

At this point it would be good to turn from relatively abstract philosophical discussion to
more concrete examples of critical theory at work in substantive sociological analysis. Alas,
space will not permit this. We must rest content with consideration of the common denomina-
tors to a critical theoretical orientation rather than specific theories.

In one sense, this is appropriate. Development of the critical dimension to sociological
theory has been impeded by the notion that critical theory is limited to the specific arguments
of the Frankfurt School. It is important to see critique in a broader light. In particular, we
should recognize that the critique of the conditions and limits of knowledge is important to all
science. More specific to the social sciences are the points made by Marx in the passage cited
at the beginning of the chapter. To recognize that social life is historical, made by human
action, and informed by differences of culture is basic to a critique of false necessity. To
recognize conversely that human action is neither unconditioned nor unconstrained is basic
to a critique of both voluntarism and the raising of expressive individualism to the status of
theory that underwrites relativism.

In a sense, this chapter has remained focused on epistemological or metatheoretical
preliminaries. A more substantively sociological critical theory would address the ways in
which specific social and cultural formations shape knowledge. It would consider, following
the Frankfurt School, how capitalism encourages reification and objectification, instrumental
reason, and ideologies that mystify exploitation. It would ask what contradictions may inform
struggle and possible directions of change within any social formation. In the essay I discussed
in the first section, Max Horkheimer (1937/1972, p. 227) sketched such a theory:

The critical theory of society is, in its totality, the unfolding of a single existential judgment. To put
it in broad terms, the theory says that the basic form of the historically given commodity economy
on which modern history rests contains in itself the internal and external tensions of the modern
era; it generates these tensions over and over again in an increasingly heightened form; and after a
period of progress, development of human powers, and emancipation for the individual, after an
enormous extension of human control over nature, it finally hinders further development and drives
humanity into a new barbarism.

SSDartmouth v Woodward 4 Wheat 518 (1819).
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1think there is a good deal to this basically Marxist theory, but it is a mistake to present it as the
critical theory of society. This, like the idea of totality Horkheimer invokes, closes off critical
theory where it should be open.5

This chapter has presented a more general notion of critical theory and argued that this is
appropriately developed alongside and in partnership with empirical explanatory projects, not
opposed to them. Indeed, all sociological theory needs (1) to engage in continuous critical
examination of the foundations—both intellectual and institutional—on which sociological
knowledge rests. At the same time, but distinctly, it needs (2) to approach existing social
reality critically, seeing the limits of generalizing from concrete phenomena that are instances
of historically conditioned human possibility, not simply universal or unchanging. Finally, it
needs (3) to be attentive to the ways in which sociology itself participates in the making of the
world, the creation of particular social and even sometimes material conditions in social
relationships shaped by sociological knowledge and ways of understanding.
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CHAPTER 6

Metatheorizing in Sociology

The Basic Parameters
and the Potential Contributions of Postmodernism

GEORGE RITZER, SHANYANG ZHAO, AND JIM MURPHY

The first objective in this chapter is to present an overview of metatheorizing in sociology. To
that end, we will delineate four broad philosophical approaches—positivist, hermeneutic,
critical, and postmodern—to such metatheoretical work. We also will present a far more
concrete typology based on the three different objectives of sociologists (and others) who do
metatheoretical work: greater understanding of theory, the production of new theories, and the
creation of new metatheories. The second goal is to explore postmodern social theory for a
variety of new ideas that might be useful to metatheorists. As we will see, postmodernism is
inherently metatheoretical, and as a result it does have a number of fresh and innovative ideas
to offer to the metatheorist. The utilization of only a few of these ideas promises to invigorate
and alter the nature of metatheorizing in sociology.

WHAT IS METATHEORIZING?

LR N3

The prefix “meta” connotes ‘“‘after, about,” and ‘“beyond,” and is often used in
describing ‘““second-order” studies (McMullin, 1970). Let S denote a given subject of study.
The study of S constitutes a first-order study, S}, and the study of S, constitutes a second-order
study, S2. The second-order study, or metastudy, is thus the study of the study, which
transcends as well as succeeds the first-order study. Metastudy may involve the continuous
monitoring of first-order studies by those doing the studies through self-examination and self-
direction. Metastudy also can be undertaken by others interested in examining a study or set of
studies. When undertaken by those engaged in first-order studies, metastudy entails a high
level of reflexivity. Other researchers not involved in the first-order studies also are reflexive,
but more about the implications of the first-order studies for the field in which the research is
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being undertaken. They cannot be self-reflexive about the first-order studies because they were
not involved in them as they were being carried out.

Any first-order study consists of at least the following three elements: purpose, process,
and product. The purpose of §| defines the aim of study or the type of knowledge to be gained
through the study; the process of §, refers to the way in which the goal of study is reached; and
the product of S, includes everything resulting from the study. Whether undertaken by those
involved in the research or by others, the examination can entail (1) empirical assessment of
the accomplishments (products) of the first-order study and (2) critical evaluation of the
appropriateness of the aim of the study (purpose) as well as the effectiveness of the means of
study (processes). Bourdieu (1971, p. 181) argues more broadly that this involves “a reflective
return to the foundation of science and the making explicit of the hypotheses and operations
which make it possible.” When done by those doing the studies, the outcome of such
examinations serves as the basis for self-direction, e.g., either to continue the ongoing research
activities or to make necessary changes. When done by others, metastudy serves to offer future
researchers insight into what to do and what not to do.

Metasociology is a subdomain of metastudy and metatheorizing in turn is a form of
metasociology that specifically examines the practice of sociological theorizing (Ritzer, 1988,
1990, 1991a,b, 1992). While sociological theorizing attempts to make sense of the social world,
metatheorizing in sociology attempts to make sense of sociological theorizing. As is true for
sociologists in general, metatheorizing can be practiced by theorists as they do their work and/
or by metatheorists who study the contributions of theorists. As with other forms of metastudy,
reflexivity is a crucial component of sociological metatheorizing. While it has other objec-
tives, as we will see, to Bourdieu the reflexive examination of the practice of sociological
theorizing is a necessary condition for alerting theorists to and freeing them from the con-
straints of symbolic struggle in sociology and the social sciences.

A wide variety of specific works can be included under the heading of sociological
metatheorizing. What distinguishes work in this area is not so much the process of meta-
theorizing (it may vary greatly in a variety of ways), but rather the nature of the end products.
In our view, there are three varieties of metatheorizing, with each largely defined by differ-
ences in its end product. The first type—metatheorizing as a means of attaining a deeper
understanding of theory (M )—involves the study of theory in order to produce a better, a
more profound understanding of extant theory. M, is concerned, more specifically, with the
study of theories, theorists, and communities of theorists, as well as with the larger intellectual
and social contexts of theories and theorists. The second type—metatheorizing as a prelude to
theory development (M )—entails the study of extant theory in order to produce new sociolog-
ical theory. The third type—metatheorizing as a source of overarching theoretical perspec-
tives (M_)-—is oriented to the goal of producing a perspective, one could say a metatheory, that
overarches some part or all of sociological theory. All three types involve the systematic study
of sociological theory; they differ mainly in terms of their objectives in that study.

Although metatheorizing takes place in other fields (Connolly, 1973; Radnitzky, 1973;
Fiske & Schweder, 1986; Noblit & Hare, 1988), it is particularly characteristic of sociology.
The prevalence of metatheorizing in sociology is rooted in the discipline’s ontology of the
social world. Sociologists deal with a subject matter that is culturally diverse and historically
specific (Calhoun, 1992). The human world consists of a multitude of meaningful contexts in
which social reality is being defined and redefined by individuals located within different
segments of a given social structure. The existence of multiple and contradictory meanings,
values, and interests both within and across cultural boundaries invalidates many universal
truth claims. Furthermore, the meaning context of a given social structure is not invariant.
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Each generation, or each cohort within a generation, reconstructs the complex sociocultural
world as its members interact with one another and with the changing historical contingencies
in which they find themselves. The mutability of meaning contexts and social practices makes
the laws of society inconstant. The persistent failure to discover universal truth and invariant
laws in the social world has informed the metatheoretical consciousness of many sociological
theorists.

Second, in the realm of sociology, the knower and the known are intricately intercon-
nected. Sociologists are an integral part of the social reality they attempt to theorize. Being
encapsulated in a unique cultural tradition, located within a given sociopolitical structure, and
affected by various personal interests in the life world, no sociologist is able to escape the grip
of certain types of prejudice and bias that come with their situatedness. As a result, theoretical
stances taken in sociological discourse are invariably bound up with practical options in life.
The clashes of multiple paradigms and grand narratives competing for authenticity and
symbolic power in the realm of sociclogical theorizing create a perfect condition for the
emergence of metatheoretical discourse. ‘“The ground for the possibility of metatheory is the
multiplicity of theorization in sociology, which permits a second-level theorization about the
process of constituting and the form of the theoretical object” (Weinstein & Weinstein, 1992,
p. 140).

Third, in sociology not only is the knower related to the known, but theory also is
integrated with practice. As the knowledge of a situation affects the decision of an actor, social
theory constitutes an essential part of the condition of social action. Social theories do more
than explain social reality; they define situations for the members of a society and orient them
in action. Thus, “‘discourse about society reflects and engenders discourse within society”
(Brown, 1992, p. 237), and “‘accepting a theory can itself transform what that theory bears on”
(Taylor, 1985, p. 101). This constitutive power of theory obliges many sociologists to engage in
metatheorizing in order to monitor the impact of theory on the social world and to point out the
need to change theories in light of changes in that world.

Finally, social theory is embedded not only in the social world of academia but also of the
larger society. As a result, there are a series of larger forces that impinge on, even control,
social theory. Metatheorizing serves to alert theorists to the existence of these forces as well
as to the need to resist them. As Bourdieu puts it,

it continually turns back onto itself the scientific weapons it produces. 1t is fundamentally reflexive
in that it uses the knowledge it gains of the social determinations that may bear upon it ... in an
attempt to master and neutralize their effects. (Bourdieu, in Wacquant, 1996, pp. 226-227)

The coming of age of metatheorizing in American sociology can be traced to the collapse
of the dominant sociological paradigm during the 1960s. The social facts paradigm, especially
its theoretical component, Parsonsian functionalism, had dominated American sociology for
more than two decades before it was seriously challenged by two rival paradigms: the social
definition and the social behavior paradigms (Ritzer, 1975). The emergence of a multiparadig-
matic structure in sociology in the late 1960s destroyed the unity of the discipline and
fragmented sociological research.! There was a widespread feeling that a general crisis of
sociology was on the horizon (Gouldner, 1970). It was this sense of imminent disciplinary
crisis that reinvigorated interest in metastudy. ‘“Thus, only as the discipline discovered its
consolidated paradigm—system—in grave difficulty was it tempted to open the Pandora’s
box that was the sociology of sociology” (Friedrichs, 1970, p. 31).2

'For one effort at a partial reconstruction of a more unified perspective, see Ritzer (1981).
2The “sociology of sociology” is an older and largely discredited concept. To distinguish more recent work from the
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PHILOSOPHICAL APPROACHES
TO METATHEORIZING IN SOCIOLOGY

Metatheoretical reflections on theoretical practice often take place within a given philo-
sophical orientation. In contemporary sociology, there are four broad approaches to meta-
theory that differ in their reflections on the purposes, processes, and products of sociological
theorizing (we will relate these four approaches to the three more specific types discussed
above at the close of this section). According to the nature of their philosophical orientation,
these four approaches to metatheory can be labeled positivist, hermeneutic, critical, and
postmodern, respectively, with each advocating a distinctive type of sociological theorizing
(see Table 6.1).3

Positivist Metatheorizing

Those who engage in positivist metatheorizing believe that the goal of sociological
theorizing is to discover universal laws of the social. Theory is seen as nothing but a concise
summary of such laws. The following quotations from Zetterberg (1954/1963) best represent
this perspective:

I want to pursue sociological theory in the sense of systematically organized law-like propositions

about society and social life. As a reminder that this is a different breed of animal, I shall speak of it
as “theoretical sociology” rather than “social theory” (p. 5)

The assumption here is that sociology will eventually discover a small number of propositions that
are valid in several diverse contexts. ... This approach represents what we see as the main task of
the sociological theorist—that is, the discovery of general propositions. (pp. 8-9)

For positivist metatheorists, therefore, the goal of theorizing is to discover general laws of
human society and to put them together systematically in the form of sociological theories that
are distinguishable from discursive social theories. Positivist metatheorists study extant theo-
ries to assess the degree to which they live up to the scientific model.

In recent years a mechanism-based approach to theorizing has emerged as an alternative
to the search for general laws of society. This approach “seeks to explicate the social
mechanisms that generate and explain observed associations between events” (Hedstrom &
Swedberg, 1998, p. 1). Theories of social mechanisms are distinguished from variable-based
statistical analysis on the one hand and narrative accounts of unique events on the other. The
objective of this approach is to discover causal mechanisms capable of explaining a wide
range of social situations. Mechanisms are a special type of causal laws that operate in systems
like biology, machines, and human society (Luhmann, 1995). A mechanism generates a
predictable outcome in a given environment. In the sense that like mechanisms produce like
outcomes in like environments, theories of social mechanisms are nomological in nature.

Positivist metatheorists believe that universal laws of society can be discovered if
theorists employ the correct theoretical methodology. The reason that so few, if any, universal

LT3

laws of society have been found is mainly because of sociologists’ *“‘ignorance about what

atheoretical “navel-gazing” of the sociology of sociology, it is now common to use the concept of metasociology to
refer to more contemporary work of this genre that seeks to overcome some of the early weaknesses of the sociology
of sociology.

3Bear in mind that these are “ideal types” and therefore that practicing metatheorists often engage in two or more of
these types simultaneously.
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TaBLE 6.1. Typology of Philosophical Orienations, Sociological Theories, and Sociological
Metatheories

Type of Type O.f ﬁrs't-order Type of metatheoretical reflections on sociological theorizing
philosophical sociological
orientations theories Purpose Process Products
Positivism Nomological To discover universal =~ Methodological Theoretical
social laws codification accumulation
Hermeneutics Interpretative To understand Fusion of existential ~ Enlightenment
intersubjective horizons
meanings
Critical Normative To seek social justice  Social praxis Human emancipation
Postmodernism Relativistic To construct local Deconstruction Delegitimation
narratives

scientific knowledge should look like and how it is created” (Reynolds, 1971, p. 163). This
belief in scientific methodology led to the launching of a theory construction movement in
sociology in the 1950s (Zhao, 1996). The objective of this movement was to codify the
procedures of sociological theorizing by imposing on the discipline a verificational approach
to theory construction (Merton, 1949/1957/1968). Theories were to be verified by testing the
hypotheses derived from them against empirical facts. Although some have declared the
movement a failure (Hage, 1994), efforts to look for the proper methodology for discovering
the laws of the social continue (Freese, 1980; Turner, 1989).

Positivist metatheorists often seek to evaluate theoretical progress in terms of the accu-
mulation of empirically tested theories. Theoretical accumulation is taken

to mean that certain fundamental and crucial problems in theory have been resolved or superseded

in such a way as to permit more general, sophisticated and systematic theory to develop as the
framework for research activity within the sociology community. (Turner, 1989, p. 131)

David Wagner (1984) broadens the criteria of theory assessment to include the following five
dimensions of theoretical development: elaboration, variation, proliferation, integration, and
competition. Using these criteria, Wagner is able to show that cumulative theoretical growth is
not only possible but also occurs frequently in contemporary sociology.

Hermeneutic Metatheorizing

The positivist approach to theorizing (and metatheorizing) has been criticized by her-
meneutic metatheorists who argue that the aim of sociological theorizing is not to uncover
universal laws of society but to interpret the meanings of human action and to understand the
contextualized life world in which human action takes place. As Taylor (1985) put it:

There is a constant temptation to take natural science theory as a model for social theory: that is, to
see theory as offering an account of underlying processes and mechanisms of society, and as
providing the basis of a more effective planning of social life. But for all the superficial analogies,
social theory can never really occupy this role. (p. 91)

Social theory is ... concerned with finding a more satisfactory fundamental description of what is
happening. The basic question of all social theory is in a sense: what is really going on? (p. 91)
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The hermeneutic position on sociological theorizing gives rise to a different meth-
odological approach to theoretical development. Failure of interpretation and inability to
understand the life world of others are primarily attributed to the lack of intuitions and to
differences in the way of living. As Taylor (1985, p. 5) pointed out, hermeneutic understanding
requires a certain measure of insight that is inherently ‘‘unformalizable,” for the gap in
intuitions is a result of “‘divergent options in politics and life.” In order to understand others,
one needs to sharpen one’s intuitions; but to sharpen one’s intuitions, one has to change one’s
way of life or to live in a way that allows for greater comprehension of others. “Thus, in the
sciences of man insofar as they are hermeneutic there can be a valid response to ‘I don’t
understand’ which takes the form, not only ‘develop your intuitions,” but more radically
‘change yourself” ” (Taylor, 1985, p. 54). Sociological theorizing is, in this sense, an effort to
foster the “fusion of horizons™ in social life (Gadamer, 1975).

The criterion used by hermeneutic metatheorists for studying and evaluating theory is not
the accumulation of nomological knowledge, but the existential enlightenment derived from
an interpretation and the new light an interpretive theory sheds on the understanding of self
and society. As understanding is an effort to place oneself “within a process of tradition, in
which past and present are constantly fused” (Gadamer, 1975, p. 258), knowing is inherently a
historical process. Truth is not the imposition of theorists’ interpretation on society, nor is it the
removal of theorists’ subjective bias in order to let social facts “speak for themselves.” Truth
is rather defined by the value an interpretation has for the comprehension of the knower’s own
being in the world (Hoy, 1978). Good sociological theories then should provide people with a
type of knowledge that enables them to see a new horizon of life and to advance beyond their
current understanding of themselves and their relationships with others. Hermeneutic meta-
theorists study and assess theory from this point of view.

Critical Metatheorizing

Critical metatheorists differ from both positivist and hermeneutic metatheorists in seeing
sociological theorizing as a form of social practice involving an integration of social analysis
and political action. Most Marxian and critical metatheorists belong to this camp. For them,
sociological theory does not focus on the answer to the question of “What is” but rather
“What ought to be.” The purpose of sociological theorizing is to articulate and advocate
positions for social action. Steven Seidman (1991, p. 132) describes this metatheoretical
position in the following way:

Social theories are typically closely connected to contemporary social conflicts and public debates.
These narratives aim not only to clarify an event or a social configuration but also to shape its
outcome—perhaps by legitimating one outcome or imbuing certain actors, actions, and institutions
with historical importance while attributing to other social forces malicious, demonic qualities.
Social theory relates moral tales that have practical significance; they embody the will to shape
history.

Instead of searching for the objective and universally valid laws of society, or the intersubjec-
tive interpretations of contextualized meanings, critical theorists (and metatheorists) advocate
social justice and seek to actualize the advocated theory through praxis.

Critical metatheorists see the processes of theorizing as “enter[ing] constitutively into the
world they describe” (Giddens, 1987, p. 20). By advocating “what ought to be there,” instead
of uncovering “what is out there,” sociological theorizing becomes “a mode of altering
reality, not by the direct application of energy to objects, but by the creation of discourse which
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changes reality through the mediation of thought and action” (Bitzer, 1968, p. 4). Since the aim
of theorizing is no longer to make social theory correspond to the social world but to make the
social world “‘conform to”” social theory, the success of theorizing is marked by the actualiza-
tion of what is advocated rather than by the verification of what is uncovered. Sociological
theorizing thus becomes a form of social practice, where the emphasis is on the advocacy of
reality rather than the discovery of reality, on the actualization of ideas rather than the
verification of ideas, on manipulation rather than confirmation.

To the critical metatheorists, the criterion for evaluating the outcomes of theorizing is
neither theoretical accumulation nor existential enlightenment, but the degree of emancipation
of the oppressed that could be brought about by the theory. The integration of knowing and
action in the practice of sociological theorizing renders the positivist approach to theory
verification inapplicable. The emphasis on emancipation by ways of changing the object of
theorizing rather than on enlightening the knowing subjects also makes the hermeneutic
criterion inadequate, for theory as practice can be validated only by the impact the theory
produces on practice. “To test the theory in practice means here not to see how well the theory
describes the practices as a range of independent entities; but rather to judge how practices fare
when informed by the theory” (Taylor, 1985, p. 113). Although social theory alone cannot
bring about the success of social practice, social practice cannot succeed without social theory.
To test the validity of a social theory is thus to examine the contribution that the theory makes
to the outcome of a given social practice.

Postmodern Metatheory

Postmodern metatheorizing marks a major departure from the above three forms of
metatheory, which justify their positions on the basis of some kind of “grand narratives.”
Thus for the positivist the end result of metatheorizing is universal laws; for the hermeneuticist
it is intersubjectivity and for the critical theorist the end product is social justice. Postmodern
metatheorizing, on the other hand, rejects such grand narratives. It has no ultimate goal.
Rather, it is in favor of continually deconstructing grand theories and delegitimating meta-
discourses. It may involve the construction of local narratives, but only to be deconstructed
once they are created.

Two quotations from Lyotard (1989) illustrate the bases for postmodern metatheorizing:

I will use the term modern to designate any science that legitimates itself with reference to a
metadiscourse of this kind making an explicit appeal to some grand narrative, such as the dialectics
of Spirit, the hermeneutics of meaning, the emancipation of the rational or working subject, or the
creation of wealth. (p. xxiii)

Simplifying to the extreme, I define postmodern as incredulity toward metanarratives.... The
narrative function is losing its functions, its great hero, its great dangers, its great voyages, and its
great goal. It is being dispersed in clouds of narrative language elements—narrative, but also
denotative, prescriptive, descriptive, and so on. Conveyed within each cloud are pragmatic
valencies specific to its kind. Each of us lives at the intersection of many of these. However, we do
not necessarily establish stable language combinations, and the properties of the ones we do
establish are not necessarily communicable. (p. xxiv)

Since the postmodern approach, unlike the other forms of metatheorizing, is relatively new, we
devote the bulk of the remainder of this chapter to a discussion of it.

Before we turn to that approach, we need to examine how the four broad philosophical
approaches delineated above relate to the three types of metatheorizing discussed earlier. It is
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clear that each of the first three philosophical types—positivist, hermeneutic, critical—would
subsume these three specific types. That is, positivists, hermeneuticists, and critical theorists
would all study theory to gain a more profound understanding of it, to produce new theories,
and to create new metatheories. However, there would be differences among them in terms of
their relative emphasis on the three types and the ways in which they would practice each. For
example, while critical theorists would share these three goals, the accomplishment of each
would be subordinated to the broader objective of transforming society.

While the first three philosophical approaches fit well with the three more specific types
of metatheorizing, the same cannot be said about the fourth, postmodern approach. The three
specific types all share a very modern orientation toward progress in understanding theory and
metatheory. Postmodernists tend to reject the modern notion of progress in general, as well as
in metatheoretical work. Postmodernists who study theory tend to have a very different sense
of the objectives of such study. In the next section we will begin to get a sense of those
objectives as well as of a variety of specific ideas associated with a postmodern approach.

POSTMODERN METATHEORIZING

As indicated above, this section will be devoted to a discussion of a variety of ideas
derived from postmodernism that are of relevance to metatheorizing in sociology. While
postmodernists oriented to metatheoretical work will find these of direct relevance, the other
types of metatheorists also may well find ideas here that are of utility to them. Specifically, we
will focus on such postmodern ideas as text, intertextuality, discourse, and deconstruction
(including decentering).

Text

Postmodernists accord great importance to the notion of “texts.”” This is seemingly not
problematic from the point of view of metatheoretical work, since metatheorists would
certainly acknowledge that they study theoretical texts. Nevertheless, postmodernists and
poststructuralists tend to write about texts in a very specific way. For example, Roland Barthes
(1977, pp. 155-164; see also Mowitt, 1992), in his essay “From Work to Text,” formulates a
seven-point manifesto in which he distinguishes ‘‘the work™ from “the Text.”

First of all, Barthes points out that while other critics posit the ontological reality of the
work (see below for a discussion of the work and metatheorist’s traditional concern with it) as
an object of consumption by the reader, the perspective of textuality consists of a methodologi-
cal imperative that encourages the role of the active, productive reader. According to Barthes,
“the work is a fragment of substance, occupying part of the space of books (in a library, for
example), the Text is a methodological field ... or again, the Text is experienced in an activity
of production” (1977, p. 157; Barthes’ emphasis), while *‘the work is normally the object of a
consumption” (1977, p. 161). Metatheorists have tended to consume theoretical works, but this
orientation accords the metatheorist (and other readers) a much more active role in the
production of the text. In the main this implies that metatheorizing can be a much more active
and creative enterprise.

Second, for Barthes ‘“‘the Text is that which goes to the limit of the rules of enunciation
(rationality, readability, etc.) ... the Text tries to place itself very exactly behind the limit of the
doxa” (1977, pp. 157-158; Barthes” emphasis). In other words, embracing textuality entails
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pushing metatheorizing to the limits of rationality and readability in order to gain a new, often
critical, perspective on prevailing opinion. A critical orientation would not be new to meta-
theoretical work, but pushing the limits of rationality and readability would. Metatheorists,
like most social theorists, have tended to be slavish in their efforts to make rational arguments
and to put them in as readable a form as possible (at least in comparison to postmodernists).
Playing with the limits of rationality and readability might lead to some creative new
metatheoretical work.

Third, the Text plays with the “infinity of the signifier” while “the work closes on a
signified” (1977, p. 158; Barthes’ emphasis). In this passage, Barthes shifts the emphasis of
criticism from the signified, or the idea or concept to which words purportedly refer, to the
signifier—the “sound-image” or the word itself. Barthes here opposes the referentiality of the
work (and metatheorists traditional analysis of it) to the poetics of textuality. Metatheoretical
work has been notably short on such “poetics” and more poetic metatheorizing might be
refreshing, to say nothing of offering the possibility of novel insights.

Fourth, according to Barthes, “The Text is plural ... it answers not o an interpretation,
not even a liberal one, but to an explosion, a dissemination” (1977, p. 159). Here Barthes
argues that in his version of textual criticism the productive activity of the reader and the
emphasis on the signifier lead to proliferation of meaning, rather than to a consensus on the
essential meaning of a work. This would mark a significant shift for metatheorists who have
traditionally been oriented to finding the “essence” of a work or theorist under study, as well
as coming to a consensus about that essence. Instead, Barthes’ position here implies the search
for many different views on the essence or meaning of a text.

Fifth, Barthes contends that his orientation toward the Text deposes the authority of the
author in favor of the creativity of the reader. ‘“The author is the reputed father and the owner
of his work” while ““As for the Text, it reads without the inscription of the Father” (1977, pp.
160—-161). This has implications similar to those of Barthes’ first point. Metatheorists, as
readers, would accord much less importance to what the author of a theoretical text intended
and this would serve to free their own interpretive skills.

Sixth, Barthes brings together the above points: “The Text (if only by its frequent
‘unreadability”) decants the work (the work permitting) from its consumption and gathers it up
as play, activity, production, practice” (1977, p. 162). Closely related to previous points,
metatheorists are not only freed to do their interpretations, but also to do them more actively,
even playfully. Playfulness has been something virtually completely absent from meta-
theoretical work and freeing the analyst to deal with texts under study more playfully might
yield unusual and useful insights.

Finally, Barthes suggests that his orientation toward the Text enables the reader to
experience jouissance, an erotic enjoyment, both “extreme and disconcerting” (Sturrock,
1979, p. 72). “As for the Text, it is bound to jouissance, that is to a pleasure without separa-
tion” (1977, p. 164; Barthes’ emphasis). It is hard to think of the kinds of texts studied by
metatheorists as yielding “erotic enjoyment,” but nonctheless metatheorizing that reflects
more enjoyment, more pleasure would at least be welcome and perhaps produce some
interesting new perspectives.

In short, the Text, as a methodological orientation to reading and writing, rather than an
ontological reality, encourages action, productivity, and play, while the work exists as author-
ity, an object of consumption, and of closure. Metatheorists, however, have tended to focus on
“works,” especially “masterworks”; that is, important pieces authored by specific social
thinkers. The latter often leads to metatheoretical work that focuses on specific works and how
they relate to the biographical characteristics of the author (see the 25 essays on theorists and
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their theories in Ritzer, 2000). Thus, one might seek to relate Weber’s interest in bureaucracy,
Calvinism and the conflict between them to the orientations of his parents and their fundamen-
tal disagreements (Mitzman, 1969). This involves an effort to find the fundamental “meaning”
or explanation of a work in the essential character and experiences of the author. Postmoder-
nism generally points us away from the idea that a work has an essential meaning. If we take
Barthes’ notion of Text seriously, this would lead metatheorists to write about sociological
theory in a way that would highlight the plurality of the classics, for example. This might
provide a fruitful way of pursuing metatheory as a prelude to the development of new theories,
or Ritzer’s M_ (1991b). In addition, the notion of textuality leads us away from a focus on the
author and to the text and its relationship to other texts (intertextuality; see below). As Jameson
(1991, p. 77) puts it, “‘the autonomous work ... along with the old autonomous subject or ego—
seems to have vanished, to have been volatized.” The notion of the Text encourages theorists
to view instances of theory as a tissue or woven fabric in which many ‘“‘quotations without
inverted commas” form layers of signification and in which many “influences” interpenetrate
(Barthes, 1977, p. 160). In this view, the interweaving of many threads of theory recombines
signifiers in such a way that the Text allows for infinite rereading and rewriting.

Intertextuality

While textuality and intertextuality are not new to metatheorists, what is new to them is
the idea that they ought nof to search for the underlying meaning of a work, especially through
a greater understanding of the author of that work. After all, virtually all metatheorists have
been modernists committed to a search for just such an underlying meaning. A good example
of someone who devoted much attention to the thinker as a way of getting at the hidden
meaning of a text is Alvin Gouldner (1965, pp. 170-171) who argued, “Some social scientists
are interested in studying industrial workers; some study physicians; and still others, drug
addicts and prostitutes. I happen to be curious about social theorists, as part of a sociology of
social science.” More specifically, Gouldner looks at such things as a sociological theorists’
training, institutional affiliations, career patterns, and positions within sociology. Gouldner
believes that it is important to understand the theorist if we want to understand the theory,
since “much of theory-work begins with an effort to make sense of one’s experience”
(Gouldner, 1970, p. 484). This is the kind of perspective that postmodernists would say is badly
in need of “decentering” (see the discussion of decentering below).

Although not to this point done to any great extent by postmodernists, there have been
many intertextual analyses in metatheory. Thus, in the volume mentioned above (Ritzer,
2000), the authors also relate theorists’ work to their intellectual context, including related
works. More generally, some metatheorists (e.g., Sorokin, 1928; Tiryakian, 1979, 1986) have
looked at “schools of thought” within social theory and that implies, among other things, a
concern with what serves to unify various works associated with specific theoretical ap-
proaches as well as what differentiates them as a set from other theoretical schools. Similarly,
the various paradigmatic analyses of sociclogy have tended to focus on commonalities among
sets of theoretical works as well as what serves to differentiate one set from other sets of such
work. Let us use Ritzer’s work on sociology’s multiple paradigms (1975) and architectonics
(1991b) to illustrate this point.

Ritzer argued that sociology is a multiple paradigm science composed of three major
paradigms: social facts, social definition, and social behavior. Each paradigm is characterized
by, among other things, a distinctive set of theories. Thus, the social facts paradigm, given its
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focus on Durkheimian social facts, encompasses structural functionalism, conflict theory, and
systems theory. An intertextual analysis of these theories reveals a number of commonalities,
especially the fact that they all take social facts as their focal concern. The social definition
paradigm encompasses such theories as action theory, symbolic interactionism, phenome-
nological sociology, and ethnomethodology. Intertextual analysis of these theories indicates
that they share a concern for the definition of the situation and resulting action. Finally, the
social behavior paradigm focuses on relatively automatic behavior and intertextual analysis
reveals that exchange theory and behavioral sociology (and perhaps now rational choice
theory) share such an orientation. Thus, intertextual analysis reveals three theory clusters, the
components of each of which have a number of important things in common. Furthermore, this
intertextual analysis reveals fundamental differences among the three clusters of theory and
these differences are at least as consequential as the similarities within clusters.

Similarly, in Ritzer’s work on architectonics he sought to outline the six basic elements of
one basic architectonic through an intertextual analysis of the work of Marx, Weber, Simmel
and Berger, and Luckmann. This revealed a basic underlying commonality in their work. At
the same time, it is suggested that there are other architectonics in social theory that serve to
distinguish among groups of social theorists. This work on paradigms and architectonics
illustrates the point that metatheorists have long been practitioners of intertextual analysis.

However, while metatheorists have done a great deal of intertextual work, it usually is
with the objective of finding the deeper meaning underlying the texts being studied. The
notions of a paradigm and an architectonic carry with them that sort of implication. In
uncovering sociology’s basic paradigms, one is seeking to get at some hidden but essential
meanings that are crucial to understanding the commonalities among theories and differences
between sets of theories. More generally, the overall structure of sociology’s paradigms
reveals essential characteristics of the field as a whole such as the fact that because there are
multiple paradigms, there is no single dominant paradigm and therefore normal science is all
but impossible. In getting at the architectonic that undergirds the work of a group of theorists,
the metatheorist is similarly getting at the idea that there is a hidden but essential commonality
that helps to unify their contributions and to account for similarities in their substantive work.

Discourse

Most scholars associate the analysis of discourse with the work of Michel Foucault.
Metatheorists interested in the analysis of discourse would likely find Foucault’s (1969/1971/
1976) ideas quite useful. In The Arcaeology of Knowledge, Foucault discusses discourse in
many different ways, and eventually settles on a rather cryptic definition: “We shall call
discourse a group of statements in so far as they belong to the same discursive formation ... it
is made up of a limited number of statements for which a group of conditions of existence can
be defined” (1969/1971/1976, p. 117). And again, ‘“‘the term discourse can be defined as the
group of statements that belong to a single system of formation” (1969/1971/1976, p. 107). At
another point in the same book, Foucault discusses discourse as a way of organizing concepts,
regrouping objects of study, and types of enunciation, the combination of which produces
themes or theories, which he also calls “strategies” (1969/1971/1976, p. 64). In contrast to
Roland Barthes’ ideas about the “Text,” the analysis of discourse, while possibly employing
the strategies of textuality and intertextuality, raises the level of analysis. The analysis of
discourse leads scholars to examine the complex constellations of discourse that emerge under
specific social and historical conditions of existence. As such, the analysis of discourse studies
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“texts’ as artifacts and “monuments” (Foucault, 1969/1971/1976) and as evidence of particu-
lar historical discursive formations. In other words, Foucault’s emphasis was on the ‘“‘text” as
evidence, rather than on the “Text” as the site of ““collaboration’ between writers and readers
(see Barthes, 1977, p. 163).

Foucault’s work would lead metatheorists to focus on the statements, relationships
among statements, discursive formations and the rules by which they are formed, the contra-
dictions that exist within discursive formations, and the changing nature of discourse (espe-
cially its discontinuities) over time. This, of course, leads the metatheorist away from looking
at the relationship between author and work and in the direction of looking at theories as
social and linguistic formations.

Foucault’s later method of genealogy is famously concerned with the relationship be-
tween knowledge and power and would clearly lead metatheorists in the direction of a greater
concern for the relationship between power in the field of sociology and the fate of paradigms,
theories and the like. It also would relate the fate and notoriety of theories to issues of power in
the larger society. Thus, for example, Huaco (1986) has linked the rise and fall of structural
functionalism to the changing nature of the position of the United States in the world order.

Deconstruction

At bottom, deconstruction, as practiced by Jacques Derrida (1974, 1978) and others (e.g.,
Paul de Man, Gayatari Spivak), is a form of textual criticism that scrutinizes the ways in which
texts are constructed. In other words, one can think of deconstruction as the ‘“‘reverse
engineering” of texts. A deconstructionist critic begins with the finished product, a text or
constellation of texts, and proceeds by studying the ways in which various literary devices and
strategies of argumentation give the text the impression of working toward a unified coherent
whole (as well as working against itself) (Hoy, 1985, p. 44). Several aspects of deconstruction
can be linked to metatheorizing?:

1. Decentering. The operation known as ““decentering” has many fruitful applications in
postmodern and poststructuralist thought. First, decentering consists of the effort to dislodge
the Cartesian fully conscious, knowable and knowing self from its position of authority in
Western thought. ““I think, therefore 1 am” entrenches an autonomous subject as both the
center of knowledge and being. Postmodern and poststructuralist theory is only the most
recent attempt to decenter the rational, autonomous subject. Derrida, in his lecture ““Structure,
Sign, and Play in the Discourse of the Human Sciences,” sees precursors to his own decon-
structionist project in ‘‘the Nietzschean critique of metaphysics,” “the Freudian critique of
self-presence,” and ‘“‘the Heideggerean destruction of metaphysics™ (1978, p. 280). To this list
others might add Saussure’s reformulation of linguistics, which influenced Claude Levi-
Strauss’s (1966) statement to the effect that “I believe the ultimate goal of the human sciences
to be not to constitute, but to dissolve man” (p. 247). Moreover, we can find this theme in other
high structuralist texts, such as Roland Barthes’s essay ““The Death of the Author” (1977, pp.
142-148). ““To give a text an Author is to impose a limit on that text, to furnish it with a final
signified, to close the writing,” but to remove the author as the autonomous subject behind the
text is to “liberate what may be called an anti-theological activity, an activity that is truly
revolutionary since to refuse to fix meaning is, in the end, to refuse God and his hypostases—
reason, science, law” (1977, p. 147). Louis Althusser’s structuralist Marxism adopts a some-

4This list is derived, in part, from Spivak (1974, p. lxxvii).
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what similar position. Decentering forces such ultimate authorities as God, the Author,
Consciousness, and Man into a field of mutunally constitutive relationships rather than leaving
them at the apex of a hierarchy of knowledge.

Michel Foucault’s work elaborates a slightly different type of decentering. In the intro-
duction to Foucault’s methodological work, The Archaeology of Knowledge, Foucault distin-
guishes his project from that of previous historians and philosophers by arguing: “A total
description draws all phenomena around a single centre—a principle, a meaning, a spirit, a
world-view, an overall shape; a general history, on the contrary, would deploy the space of
dispersion” (1969/1971/1976, p. 10). Foucault replaces “drawing in to the center” with a
“space of dispersion,” and in doing so, he initiates a shift of perspective from centers to fields
of relationships in which the margins play an important role.

This would lead metatheorists, among other things, to question the centrality of the
thinkers most often included in the canon and to seek out important theorists largely if not
completely ignored by the discipline. One sees this most commonly among minority groups
where there are ongoing efforts to resuscitate thinkers ignored in their time and to this day
because of their minority group status. This is especially notable in feminist theory where
efforts are being made to make the case for the central importance of such thinkers as Harriet
Martineau (Hoecker-Drysdale, 2000), Charlotte Perkins Gilman (Lemert, 2000), and Mari-
anne Weber (Lengermann & Niebrugge-Brantley, 1998). But efforts to reassess the centrality
of long-ignored theorists is not restricted to minority group members; one often sees efforts to
bring to the fore heretofore ignored white male thinkers. For example, with the increase in
interest in the sociology of consumption there is a resurgence of interest in Thorstein Veblen
(Ritzer, Murphy, & Wiedenhoft, 2001; Diggins, 1999). All such efforts are useful, if for no
other reason than they prevent us from falling into the habit of trotting out the same old
theorists and theories on all occasions. Maximally, we often do find that a forgotten thinker
really deserves a more detailed second look.

2. Locating the promising marginal text. This is obviously related to the notion of
decentering. Traditionally, metatheorists would seek out a central text and argue that it best
exemplifies the thinking of a theorist or of a school of thought. Thus, one might identify
Economy and Society (Weber, 1921/1968) or The Protestant Ethic and the Spirit of Capitalism
(Weber, 1904-1905/1958) as the text that best gets at the essence (a notion postmodernists
would reject) of Weber’s thinking. However, the logic of deconstructionism would lead the
analyst away from such canonical works and in the direction of more marginal works that
might prove more revealing. Thus, it might turn out that a letter written by Weber, or a book
review, or even a secondary work [say, The Agrarian Sociology of Ancient Civilizations
(Weber, 1896—1906/1976)] offers unparalleled insights into or unearths contradictions within
Weber’s oeuvre.

Many of the same kinds of things can be done in reinterpreting schools of thought. In any
school, there are always key texts that are defined as standing at the core of a given theoretical
perspective. A good example is Merton’s (1949/1968) essay, ‘‘Manifest and Latent Func-
tions,” which is usually viewed as the central document in structural-functional theory.
However, great dividends, including a better understanding of that theory, might result if a
metatheorist looked at less well-known pieces by Merton or better yet positioned Merton’s
work in a field of discourse or space of dispersion that included the marginal texts and
perspectives against which structural functionalism defined itself. Even more might be gained
by the study of long-ignored texts in the structural-functional tradition.

And of course, there are the theories that never made it or were central at one time, but
have lost their following. Among the latter, as mentioned above, action theory comes to mind
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as a theory that was of some significance earlier this century but is all but forgotten today.
Revisiting that theory and some of the major thinkers associated with it (e.g., Florian
Znaniecki) might pay enormous dividends.

This form of decentering also could be practiced more microscopically. Certain passages
of specific works often are presented by the authors in such a way that they are made to seem of
central importance. Over the years, secondary analysts have tended to emphasize those
passages or to enshrine other passages as being of key importance. In this context, deconstruc-
tionism leads one away from the familiar passages and into ignored portions of the text or per-
haps rarely read footnotes. A similar implication applies to the secondary literature on a theory
or theorist. Certain pieces [e.g., Parsons’s (1937) The Structure of Social Action] achieve their
own canonical status and are almost always cited by later analysts. However, the secondary
literature on the most important theorists is vast and a systematic search of it may well turn up
some interpretive gems in out-of-the-way places. It can also reveal weaknesses and distortions
in the canonical interpretive work.

3. Disclosing the undecidable moment. This takes us more into the history of social
theory and an analysis of some of the courses taken and, more importantly from the point of
view of deconstructionism, not taken by social theory. At the microlevel this might lead us into
the biographies of specific theorists and why they chose one direction rather than another. For
example, we might want to study why Talcott Parsons chose to move in the direction of the
macrooriented structural functionalism rather than pursuing the microimplications of his early
analysis of the unit act and of action theory. At a more macrolevel we might be led to wonder
why symbolic interactionism in the 1930s and 1940s moved in the more interpretive direction
championed by Blumer rather than following Mead’s propensity toward a more realist
orientation. There are clearly many key moments in this history of social theory, and while we
may never be able to “decide” issues unequivocally, it is useful to plumb these time periods
for insights into directions chosen and perhaps more importantly those not taken.

4. Reversing the resident hierarchy, only to displace it. This idea, as we will see as a
specific form of decentering, has at least four implications for metatheoretical work. First, the
reversal of hierarchies in theoretical vocabularies can be taken as an ironic intervention in
sociological theory in which theorists realize the inadequacy or fatuity of their characteriza-
tions (White, 1978, pp. 1-25). Richard Rorty (1989, pp. 73-95), for example, exalts the
reversals and negations of the ironist because they lead us to doubt received theoretical
vocabularies and they remind us that things can always be seen in different ways. Clearly the
leading schools of thought or theoretical vocabularies are not dominant because they are
somehow the ““best” or most representative of social reality. A great deal of social labor goes
into producing a dominant way of theorizing, and the reversals recommended by deconstruc-
tionists help us to see that the received hierarchies are in many ways inadequate or distorted.

Second, there is clearly a hierarchy of schools of sociological theory and there is a
tendency to devote most attention to the leading schools. This suggests that what metatheorists
need to do is focus more attention on the most marginal of schools (this is another version of
decentering) for their marginality may tell us a great deal about the theoretical system in which
they exist. Furthermore, their very marginality may make them far easier to study than high-
ranking theoretical perspectives. This is traceable to the fact that those associated with low-
ranking perspectives have little to hide, while thinkers linked with the premier schools have a
vested interest in concealing things that may adversely affect their exalted status.

Third, within every school, even those lowest in the hierarchy, there is a hierarchy of
thinkers associated with the perspective. Instead of focusing on the leading thinkers associated
with such a perspective, the goal would be to devote more attention to the work of those with
little or no status in the area (again, a decentering move).
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Fourth, and similarly, specific ideas have come to be seen as of central importance in
every theoretical perspective. These specific ideas, for example, those associated with Mer-
ton’s functional paradigm, tend to come to the fore any time a given theory is examined or
discussed. However, it is entirely possible that important ideas have been lost and a search for
those marginal ideas could pay huge dividends. There is an unfortunate tendency to trot out the
same old ideas (and theorists) any time a theoretical perspective is examined. This tendency
can be counteracted by a continual effort to unearth ideas that have been shuffled to the bottom
of the hierarchy or even lost to history (decentering, yet again).

All of this, as well as much else that involves decentering, relates to the idea of the
“strength of the weak” associated with postmodern social theory (Genosko, 1994). This is
usually applied to the ““social” world (although Baudrillard proclaims the death of the social)
and the idea that the masses, while lacking in power, actually exert their strength by luring
(albeit not consciously) those in power into self-destructive acts. In de Certeau’s (1984) work it
involves the view that actors, especially consumers, while seemingly weak, actually have great
power. In metatheorizing, this idea can be taken to mean that it is the seemingly weak theorists,
theoretical perspectives, or concepts that actually exercise great power in social theory.
Perhaps it is they and their weaknesses that play a greater role (in heretofore unexplored ways)
in defining theory than obvious, more powerful candidates that always end up the focus of
great attention.

However, the search for low-ranking schools, theorists, or ideas should not be turned into
a routine or into a new reverse hierarchy. Deconstructionism leads to the idea that all such
routines or hierarchies need to be continually displaced. Such an injunction prevents meta-
theoretical work from settling into any comfortable routines; any new construction imme-
diately must be deconstructed.

It is this aspect of deconstructionism that has the most implications for metatheorizing.
As modernists, most metatheorists have implicitly engaged in deconstruction, but almost
always with the objective that they and/or those influenced by their work would engage in a
process of reconstruction. This could involve the rebuilding of the theory they have just
deconstructed or the use of the lessons learned to create an entirely new theoretical perspec-
tive. As modernists, most metatheorists would reject the idea of deconstruction in order to
further deconstruct. Rather, they would be oriented to the modern view of progress toward the
goal of the ultimate theoretical perspective. However, as with all modern notions, this seeks an
end or closure of the theoretical “conversation” in the creation of that ultimate theory. The
postmodern view is that the goal is not to end the conversation in some ultimate truth (since
there is none), but rather to continually deconstruct in order to keep the conversation going
(Rorty, 1979). Such an objective makes sense for metatheoretical work; in fact, it may be the
raison d’etre for such work. One round of metatheoretical work may be seen as merely the
basis for the next round of such work and not as aimed at some ultimate and conclusive
objective. In these terms metatheorizing may be seen as the exercise par excellence in keeping
the theoretical conversation going.

5. Dismantling in order to reconstitute what is already inscribed. Since postmodern
social theory is inherently poststructuralist, this idea is not meant to imply that the already
inscribed idea is the ““essence” of a theoretical perspective and once it is uncovered our task as
metatheorists is completed. Once that which is already inscribed is reconstituted, the “goal”
(if one can think in terms of a ““goal” from the point of view of deconstructionism) would be to
seek to reconstitute that which is inscribed in what we have recently reconstituted. Again, there
is a sense of metatheorizing as a never-ending process of deconstructing that which we have
just deconstructed.

This encourages the metatheorist to see to it that the dismantling of a text in the practice
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of deconstruction leads to novel translations (or reconstitutions) of that text. In other words, it
contributes to the poststructuralist view of the reading of texts as a process in which readers
actively construct meanings rather than simply discover an intended meaning in a text.

The objective in this part of the essay has been to examine postmodern social theory for
ideas that are of relevance to postmodern metatheorists and could be used by other metatheor-
ists, as well. While it is possible to look at postmodern theory as a threat to modern forms of
theorizing and metatheorizing, it also is possible to see it as offering an array of provocative
new ideas that could be used by both. We adopt the latter view toward postmodern theory and
see it as offering theorists and all types of metatheorists (and metatheorizing) a set of new ideas
and tools that they can use in their work.

CONCLUSION

We have shown that metatheorizing is an integral part of theorizing in sociology. We have
delineated four overarching philosophical frameworks within which sociological metatheoriz-
ing is practiced. Although positivists, hermeneuticists, and critical theorists would all study
theory to gain a more profound understanding of it, to produce new theories, and to create new
metatheories, there are differences among them in terms of their relative emphasis on the three
specific types of metatheorizing (i.e., M,, M, and M) and the ways in which they would
practice each. For example, while critical theorists would share these three goals, the accom-
plishment of each would be subordinated to the broader objective of transforming society.

While the first three philosophical approaches fit well with the three more specific types
of metatheorizing, the same cannot be said about the fourth, postmodern approach. The three
specific types all share a very modern orientation toward progress in understanding theory and
metatheory. Postmodernists tend to reject the modern notion of progress in general, as well as
in metatheoretical work. Postmodernists who study theory tend to have a very different sense
of the objectives of such study. While it is possible to look at postmodern theory as a threat to
modern forms of theorizing and metatheorizing, it is also possible to see it as offering an array
of provocative new ideas that could be used by both. In our exposition we have adopted the
latter view toward postmodern theory and see it as offering theorists and all types of meta-
theorists (and metatheorizing) a set of new ideas and tools that can be used in their work.
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CHAPTER 7

The Strong Program
in Cultural Theory

Elements of a Structural Hermeneutics

JEFFREY ALEXANDER AND PHILIP SMITH

Throughout the world, culture has been doggedly pushing its way onto the center stage of
debates not only in sociological theory and research but also throughout the human sciences.
As with any profound intellectual shift, this has been a process characterized by leads and lags.
In Britain, for example, culture has been making headway since the early 1970s. In the United
States, the tide began to turn unmistakably only in the mid-1980s. In continental Europe, it is
possible to argue that culture never really went away. Despite this ongoing revival of interest,
however, there is anything but consensus among sociologists specializing in the area about
just what the concept means and how it relates to the discipline as traditionally understood.
These differences of opinion can be usefully explained only partly as empirical reflections of
geographical, sociopolitical, or national traditions. More importantly, they are manifestations
of deeper contradictions relating to axiomatic and foundational logics in the theory of culture.
Pivotal to all these disputes is the issue of “cultural autonomy” (Alexander, 1990; Smith,
1998a). In this chapter, we employ the concept of cultural autonomy to explore and evaluate
the competing understandings of culture currently available to social theory. We suggest that
fundamental flaws characterize most of these models, and we argue for an alternative approach
that can be broadly understood as a kind of structural hermeneutics.

Lévi-Strauss (1974) famously wrote that the study of culture should be like the study of
geology. According to this dictum, analysis should account for surface variation in terms of
deeper generative principles, just as geomorphology explains the distribution of plants, the
shape of hills, and the drainage patterns followed by rivers in terms of underlying geology. In
this chapter, we intend to apply this principle to the enterprise of contemporary cultural
sociology in a way that is both reflexive and diagnostic. Our aim is not so much to review the
field and document its diversity, although we will indeed conduct such a review, as to engage
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in a seismographic enterprise that will trace a fault line running right through it. Understanding
this fault line and its theoretical implications allows us not only to reduce complexity, but also
to transcend the kind of purely taxonomic mode of discourse that so often plagues handbook
chapters of the present kind. This seismographic principle will provide a powerful tool for
getting to the heart of current controversies and understanding the slippages and instabilities
that undermine so much of the territory of cultural inquiry. Contra Lévi-Strauss, however, we
do not see our structural enquiry as a disinterested scientific exercise. Our discourse here is
openly polemical, our language slightly colored. Rather than affecting neutrality, we are going
to propose one particular style of theory as offering the best way forward for cultural
sociology.

THE FAULT LINE AND ITS CONSEQUENCES

The fault line at the heart of current debates lies between “cultural sociology” and the
“sociology of culture.”! To believe in the possibility of a cultural sociology is to subscribe to
the idea that every action, no matter how instrumental, reflexive, or coerced vis-a-vis its
external environments (Alexander, 1988), is embedded to some extent in a horizon of affect
and meaning. This internal environment is one toward which the actor can never be fully
instrumental or reflexive. It is, rather, an ideal resource that partially enables and partially
constrains action, providing for both routine and creativity and allowing for the reproduction
and transformation of structure (Sewell, 1992). Similarly, a belief in the possibility of a
cultural sociology implies that institutions, no matter how impersonal or technocratic, have an
ideal foundation that fundamentally shapes their organization and goals and provides the
structured context for debates over their legitimation.2 When described in the folk idiom of
positivism, one could say that the more traditional sociology of culture approach treats culture
as a dependent variable, whereas in cultural sociology it is an “independent variable™ that
possesses a relative autonomy in shaping actions and institutions, providing inputs every bit
as vital as more material or instrumental forces.

Viewed from a distance, the sociology of culture offers the same kind of landscape as
cultural sociology. There is a common conceptual repertoire of terms like values, codes, and
discourses. Both traditions argue that culture is something important in society, something that
repays careful sociological study. Both speak of the recent *“cultural turn” as a pivotal moment
in social theory. But these resemblances are only superficial. At the structural level we find
deep antinomies. To speak of the sociology of culture is to suggest that culture is something to
be explained, by something else entirely separated from the domain of meaning itself. To
speak of the sociology of cuiture is to suggest that explanatory power lies in the study of the
“hard” variables of social structure, such that structured sets of meanings become superstruc-
tures and ideologies driven by these more “‘real” and tangible social forces. In this approach,
culture becomes defined as a “‘soft” not really independent variable: it is more or less confined
to participating in the reproduction of social relations.

A notion that has emerged from the extraordinary new field of science studies is the

1Alexander (1996) posited this dichotomy, and it was further elaborated in Alexander and Smith (1998). The present
chapter builds on this earlier work.

“Here lies the fundamental difference between a cultural sociology and the more instrumental and pragmatic approach
to culture of the new institutionalism, whose emphasis on institutional isomorphism and legitimation would
otherwise seem to place it firmly in the cultural tradition. See the forceful critique of this perspective “‘from within”
of Friedland and Alford (1991).
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sociologically inspired idea of the ‘“‘strong program’ (e.g., Bloor, 1976; Latour & Woolgar,
1986). The argument here is that scientific ideas are cultural and linguistic conventions as
much as they are simply the results of other, more “objective” actions and procedures. Rather
than only “findings” that hold up a mirror to nature (Rorty, 1979), science is understood as a
collective representation, a language game that reflects a prior pattern of sense-making
activity. In the context of the sociology of science, the concept of the strong program, in other
words, suggests a radical uncoupling of cognitive content from natural determination. We
would like to suggest that a strong program also might be emerging in the sociological study of
culture. Such an initiative argues for a sharp analytical uncoupling of culture from social
structure, which is what we mean by cultural autonomy (Alexander, 1988; Kane, 1992). As
compared with the sociology of culture, cultural sociology depends on establishing this
autonomy, and it is only via such a strong program that sociologists can illuminate the
powerful role that culture plays in shaping social life. By contrast, the sociology of culture
offers a “weak program” in which culture is a feeble and ambivalent variable. Borrowing
from Basil Bernstein (1971), we might say that the strong program is powered by an elaborated
theoretical code, whereas the weak program is limited by a restricted code that reflects the
inhibitions and habitus of traditional, institutionally oriented social science.

Commitment to a cultural-sociological theory that recognizes cultural autonomy is the
single-most important quality of a strong program. There are, however, two other defining
characteristics that must drive any such approach, characteristics that can be described as
methodological. One is the commitment to hermeneutically reconstructing social texts in a
rich and persuasive way. What is needed here is a Geertzian ‘‘thick description” of the codes,
narratives, and symbols that create the textured webs of social meaning. The contrast here is to
the “thin description” that typically characterizes studies inspired by the weak program, in
which meaning is either simply read off from social structure or reduced to abstracted
descriptions of reified values, norms, ideology, or fetishism. The weak program fails to fill
these empty vessels with the rich wine of symbolic significance. The philosophical principles
for this hermeneutic position were articulated by Dilthey (1962), and it seems to us that his
powerful methodological injunction to look at the “inner meaning” of social structures has
never been surpassed. Rather than inventing a new approach, the deservedly influential
cultural analyses of Clifford Geertz can be seen as providing the most powerful contemporary
application of Dilthey’s ideas.?

In methodological terms, the achievement of thick description requires the bracketing out
of wider, nonsymbolic social relations. This bracketing out, analogous to Husser]’s phenome-
nological reduction, allows the reconstruction of the pure cultural text, the theoretical and
philosophical rationale for which Ricoeur (1971) supplied in his important argument for the
necessary linkage between hermeneutics and semiotics. This reconstruction can be thought of
as creating, or mapping out, the culture structures (Rambo & Chan, 1990) that form one
dimension of social life. It is the notion of the culture structure as a social text that allows the
well-developed conceptual resources of literary studies—from Aristotle to such contemporary
figures as Frye (1957) and Brooks (1985)—to be brought into social science. Only after the
analytical bracketing demanded by hermeneutics has been completed, after the internal pattern
of meaning has been reconstructed, should social science move from analytic to concrete
autonomy (Kane, 1992). Only after having created the analytically autonomous culture object

31t is unfortunate that the connection between Geertz and Dilthey has never been understood, since it has made Geertz
seem “without a home™ philosophically, a position his later anti-theoreticism seems to welcome (see Alexander,
1987, pp. 316-329).
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does it become possible to discover in what ways culture intersects with other social forces,
such as power and instrumental reason in the concrete social world.

This brings us to the third characteristic of a strong program. Far from being ambiguous
or shy about specifying just how culture makes a difference, far from speaking in terms of
abstract systemic logics as causal processes (a la Lévi-Strauss), we suggest that a strong pro-
gram tries to anchor causality in proximate actors and agencies, specifying in detail just how
culture interferes with and directs what really happens. By contrast, as Thompson (1978)
demonstrated, weak programs typically hedge and stutter on this issue. They tend to develop
elaborate and abstract terminological (de)fenses that provide the illusion of specifying con-
crete mechanisms as well as the illusion of having solved intractable dilemmas of freedom and
determination. As they say in the fashion business, however, the quality is in the detail. We
would argue that it is only by resolving issues of detail—who says what, why, and to what
effect—that cultural analysis can become plausible according to the criteria of a social
science. We do not believe, in other words, that hardheaded and skeptical demands for causal
clarity should be confined to empiricists or to those who are obsessively concerned with power
and social structure.* These criteria also apply to a cultural sociology.

The idea of a strong program carries with it the suggestions of an agenda. In what follows
we discuss this agenda. We look first at the history of social theory, showing how this agenda
failed to emerge until the 1960s. We go on to explore several contemporary traditions in the
social scientific analysis of culture. We suggest that, despite appearances, each comprises a
weak program, failing to meet in one way or another the defining criteria we have set forth
here. We conclude by pointing to an emerging tradition of cultural sociology, most of it
American, which in our view establishes the parameters of a strong program.

CULTURE IN SOCIAL THEORY:
FROM THE CLASSICS TO THE 1960s

For most of its history, sociology, both as theory and method, has suffered from a
numbness toward meaning. Culturally unmusical scholars have depicted human action as
insipidly or brutally instrumental, as if it were constructed without reference to the internal
environments of actions that are established by the moral structures of sacred—good and
profane—evil (Brooks, 1985) and by the narrative teleologies that create chronology (White,
1987) and define dramatic meaning (Frye, 1957). Caught up in the ongoing crises of modernity,
the classical founders of the discipline believed that epochal historical transformations had
emptied the world of meaning. Capitalism, industrialization, secularization, rationalization,
anomie, and egoism, these core processes were held to create confused and dominated
individuals, to shatter the possibilities of a meaningful telos, to eliminate the ordering power of
the sacred and profane. Only occasionally does a glimmer of a strong program come through in
this classical period. Weber’s (1958) religious sociology, and most particularly his essay
“Religious Rejections of the World and Their Directions” (cf. Alexander, 1988) suggested that
the quest for salvation was a universal cultural need whose various solutions had forcefully
shaped organizational and motivational dynamics in world civilizations. Durkheim’s later
sociology, as articulated in critical passages from The Elementary Forms of Religious Life
(1968) and in a posthumously recovered course of lectures (Alexander, 1982), suggested that

4Smith (1998a) makes this point emphatically in his distinction between American and European versions of cultural
sociology.
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even contemporary social life had an ineluctable spiritual-cum-symbolic component. While
plagued by the weak program symptom of causal ambivalence, the young Marx’s (1963)
writings on species-being also forcefully pointed to the manner in which non-material forces
tied humans together in common projects and destinies. This early suggestion that alienation is
not only the reflection of material relationships adumbrated the critical chapter in Capital
(Marx, 1867/1963, pp. 71-83). “The Fetishism of Commodities and the Secret Thereof,”
which has so often served as an unstable bridge from structural to cultural Marxism in the
present day.

The communist and fascist revolutionary upheavals that marked the first half of this
century were premised on the same kind of widespread fear that modernity had eroded the
possibility of meaningful sociality. Communist and fascist thinkers attempted to alchemize
what they saw as the barren codes of bourgeois civil society into new, resacralized forms that
could accommodate technology and reason within wider, encompassing spheres of meaning
(Smith, 1998¢). In the calm that descended on the postwar period, Talcott Parsons and his
colleagues, motivated by entirely different ideological ambitions, also began to think that
modernity did not have to be understood in such a corrosive way. Beginning from an analytical
rather than eschatological premise, Parsons theorized that ““values’ had to be central to actions
and institutions if a society was to be able to function as a coherent enterprise. The result was a
theory that of Parsons’ modern contemporaries seemed to many to exhibit an idealizing
culturalist bias (ILockwood, 1992). We ourselves would suggest an opposite reading.

From a strong program viewpoint, Parsonian functionalism can be taken as insufficiently
cultural, as denuded of musicality. In the absence of a musical moment where the social text is
reconstructed in its pure form, Parsons’ work lacks a powerful hermeneutic dimension. While
Parsons theorized that values were important, he did not explain the nature of values them-
selves. Instead of engaging in the social imaginary, diving into the febrile codes and narratives
that make up a social text, he and his functionalist colleagues observed action from the outside
and induced the existence of guiding valuations using categorical frameworks supposedly
generated by functional necessity. Without a counterweight of thick description, we are left
with a position in which culture has autonomy only in an abstract and analytic sense. When we
turn to the empirical world, we find that functionalist logic ties up cultural form with social
function and institutional dynamics to such an extent that it is difficult to imagine where
culture’s autonomy might lie in any concrete setting. The result was an ingenious systems
theory that remains too hermeneutically feeble, too distant on the issue of autonomy to offer
much to a strong program.

Flawed as the functionalist project was, the alternatives were far worse. The world in the
1960s was a place of conflict and turmoil. When the Cold War turned hot, macrosocial theory
shifted toward the analysis of power from a one-sided and anticultural stance. Thinkers with an
interest in macrohistorical process approached meaning through its contexts, treating it as a
product of some supposedly more “‘real” social force, when they spoke of it at all. For scholars
like Barrington Moore and C. Wright-Mills and later followers such as Charles Tilly, Randall
Collins, and Michael Mann culture must be thought of in terms of self-interested ideologies,
group process, and networks rather than in terms of texts. Meanwhile, during the same period,
microsociology emphasized the radical reflexivity of actors. For such writers as Blumer,
Goffman, and Garfinkel, culture forms an external environment in relation to which actors
formulate lines of action that are “‘accountable” or give off a good “impression.” We find
precious little indication in this tradition of the power of the symbolic to shape interactions
from within, as normative precepts or narratives that carry an internalized moral force.

Yet during this same period of the 1960s, at the very moment when the halfway cultural
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approach of functionalism was disappearing from American sociology, theories that spoke
forcefully of a social text began to have enormous influence in France. Through creative
misreadings of the structural linguistics of Saussure and Jacobson, and bearing a (carefully
hidden) influence from the late Durkheim and Marcel Mauss, thinkers like Lévi-Strauss,
Roland Barthes, and the early Michel Foucault created a revolution in the human sciences by
insisting on the textuality of institutions and the discursive nature of human action. When
viewed from a contemporary strong program perspective, such approaches remain too ab-
stracted; they also typically fail to specify agency and causal dynamics. In these failings they
resemble Parsons’ functionalism. Nevertheless, in providing hermeneutic and theoretical
resources to establish the autonomy of culture, they constituted a turning point for the
construction of a strong program. In the next section, we discuss how this project has been
derailed by a succession of weak programs that continue to dominate research on culture and
society today.

WEAK PROGRAMS IN CONTEMPORARY
CULTURAL THEORY

One of the first research traditions to apply French nouvelle vague theorizing outside of
the hothouse Parisian environment was the Centre for Contemporary Cultural Studies, also
known as the Birmingham School. The masterstroke of the school was to meld ideas about
cultural texts onto the neo-Marxist understanding that Gramsci established about the role
played by cultural hegemony in maintaining social relations. This allowed exciting new ideas
about how culture worked to be applied in a flexible way to a variety of settings, all the while
without letting go of comforting old ideas about class domination. The result was a *“‘sociology
of culture” analysis, which tied cultural forms to social structure as manifestations of “hege-
mony” (if the analyst did not like what they saw) or “resistance” (if they did). At its best, this
mode of sociology could be brilliantly illuminating. Paul Willis’s (1977) ethnographic study of
working class school kids was outstanding in its reconstruction of the zeitgeist of the ““lads.”
Stuart Hall et al.’s (1978) classic study of the moral panic over mugging in 1970s Britain,
Policing the Crisis, managed in its early pages to decode the discourse of urban decay and
racism that underpinned an authoritarian crackdown. In these ways, Birmingham work ap-
proached a “‘strong program” in its ability to recreate social texts and lived meanings. Where
it fails, however, is in the area of cultural autonomy (Sherwood et al., 1993). Notwithstanding
attempts to move beyond the classical Marxist position, neo-Gramscian theorizing exhibits the
telltale weak program ambiguities over the role of culture that plague the luminous Prison
Notebooks (Gramsin, 1971) themselves. Terms like “articulation” and “anchoring” suggest
contingency in the play of culture. But this contingency is often reduced to instrumental reason
(in the case of elites articulating a discourse for hegemonic purposes) or to some kind of am-
biguous systemic or structural causation (in the case of discourses being anchored in relations
of power).

Failure to grasp the nettle of cultural autonomy and quit the sociology of culture-driven
project of ‘“Western Marxism” (Anderson, 1979) contributed to a fateful ambiguity over the
mechanisms through which culture links with social structure and action. There is no clearer
example of this latter process than in Policing the Crisis (Hall et al., 1978) itself. After building
up a detailed picture of the mugging panic and its symbolic resonances, the book lurches into
a sequence of insistent claims that the moral panic is linked to the economic logic of capitalism
and its proximate demise; that it functions to legitimate law and order politics on streets that
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harbor latent revolutionary tendencies. Yet the concrete mechanisms through which the inci-
pient crisis of capitalism (has it arrived yet?) are translated into the concrete decisions of
judges, parliamentarians, newspaper editors, and police officers on the beat are never spelled
out. The result is a theory that despite a critical edge and superior hermeneutic capabilities to
classical functionalism curiously resembles Parsons in its tendency to invoke abstracted
influences and processes as adequate explanation for empirical social actions.

In this respect, by contrast to the Birmingham School the work of Pierre Bourdieu has real
merits. While many Birmingham-style analyses seem to lack any clear application of method,
Bourdieu’s oeuvre is resolutely grounded in middle range empirical research projects of both a
qualitative and quantitative nature. His inferences and claims are more modest and less
manifestly tendentious. In his best work, moreover, such as the description of a Kabyle house
or a French peasant dance (Bourdieu, 1962, 1977), Bourdieu’s thick description abilities show
that he has the musicality to recognize and decode cultural texts that is at least equal to that of
the Birmingham ethnographers. Despite these qualities, Bourdieu’s research also can best be
described as a weak program dedicated to the sociology of culture rather than cultural
sociology. Once they have penetrated the thickets of terminological ambiguity that always
mark out a weak program, commentators agree that in Bourdieu’s framework culture has a role
in ensuring the reproduction of inequality rather than permitting innovation (Alexander, 1995;
Honneth, 1986; Sewell, 1992). As a result, culture, working through habitus, operates more as a
dependent variable than an independent one. It is a gearbox, not an engine. When it comes to
specifying exactly how the process of reproduction takes place, Bourdieu is vague. Habitus
produces a sense of style, ease, and taste. Yet to know just how these influence stratification
something more would be needed: a detailed study of concrete social settings where decisions
are made and social reproduction ensured (cf. Lamont, 1992). We need to know more about the
thinking of gatekeepers in job interviews and publishing houses, the impact of classroom
dynamics on learning, or the logic of the citation process. Without this “missing link,” we are
left with a theory that points to circumstantial homologies but cannot produce a smoking gun.

Bourdieu’s understanding of the links of culture to power also falls short of demanding
strong program ideals. For Bourdieu, stratification systems make use of status cultures in
competition with each other in various fields. The semantic content of these cultures has little
to do with how society is organized. Meaning has no wider impact. While Weber, for example,
argued that forms of eschatology have determinate outputs on the way that social life is
patterned, for Bourdieu cultural content is arbitrary and without import. In his formulation
there always will be systems of stratification defined by class, and all that is important for
dominant groups is to have their cultural codes embraced as legitimate. In the final analysis,
what we have here is a Veblenesque vision in which culture provides a strategic resource for
actors, an external environment of action, rather than a text that shapes the world in an
immanent fashion. People use culture, but they do not seem to really care about it.

Michel Foucault’s works, and the poststructural and postmodern theoretical program they
have initiated, provides the third weak program we discuss here. Despite its brilliance, what
we find here, yet again, is a body of work wrought with the tortured contradictions that indicate
a failure to grasp the nettle of a strong program. On the one hand, Foucault’s (1970, 1972)
major theoretical texts, The Archaeology of Knowledge and The Order of Things, provide
important groundwork for a strong program with their assertion that discourses operate in
arbitrary ways to classify the world and shape knowledge formation. His empirical applica-
tions of this theory also should be praised for assembling rich historical data in a way that
approximates to the reconstruction of a social text. So far, so good. Unfortunately, there is
another hand at work. The crux of the issue is Foucault’s genealogical method; his insistence
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that power and knowledge are fused in power/knowledge. The result is a reductionist line of
reasoning akin to functionalism (Brenner, 1994), where discourses are homologous with
institutions, flows of power, and technologies. Contingency is specified at the level of “his-
tory,” at the level of untheorizable collisions and ruptures, not at the level of the dispositif.
There is little room for a synchronically arranged contingency that might encompass disjunc-
tures between culture and institutions, between power and its symbolic or textual foundations,
between texts and actors interpretations of those texts. This binding of discourse to social
structure, in other words, leaves no room for understanding how an autonomous cultural realm
hinders or assists actors in judgment, critique, or in the provision of transcendental goals that
texture social life. Foucault’s world is one where Nietzsche’s prison house of language finds its
material expression with such force that no room is left for cultural autonomy, and by
implication, the autonomy of action. Responding to this sort of criticism, Foucault attempted
to theorize self and resistance in his later work. But he did so in an ad hoc way, seeing acts of
resistance as random dysfunctions (Brenner, 1994, p. 698) or unexplained self-assertions.
These late texts do not work through the ways that cultural frames might permit “outsiders” to
produce and sustain opposition to power.

In the currently most influential stream of work to come out of the Foucaultian stable, we
can see that the latent tension between the Foucault (1972) of the Archaeology and Foucault’s
genealogical avatar has been resolved decisively in favor of an anticultural mode of theory.
The proliferating body of work on “governmentality” centers on the control.of populations
(Miller & Rose, 1990; Rose, 1993), but does so through an elaboration of the role of
administrative techniques and expert systems. To be sure, there is acknowledgment that
“language” is important, that government has a “discursive character.”” This sounds promis-
ing, but on closer inspection we find that “language’ and “‘discourse” boil down to dry modes
of technical communication (graphs, statistics, reports, etc.) that operate as technologies to
allow “evaluation, calculation, intervention” at a distance by institutions and bureaucracies
(Miller & Rose, 1990, p. 7). There is little work here to recapture the more textual nature of
political and administrative discourses. No effort is made to go beyond a ““thin description”
and identify the broader symbolic patterns, the hot, affective criteria through which policies of
control and coordination are appraised by citizens and elites alike. Here the project of
governmentality falls short of the standards set by Hall et al. (1978), which at least managed to
conjure up the emotive spirit of populism in Heath-era Britain.

Research on the “production and reception of culture” marks the fourth weak program
we will identify. Unlike those we have just discussed, it is one that lacks theoretical bravura
and charismatic leadership. For the most part, it is characterized by the unsung virtues of
intellectual modesty, diligence, clarity, and a studious attention to questions of method. Its
numerous proponents make sensible, middle range empirical studies of the circumstances in
which “culture” is produced and consumed (for overview, see Crane, 1992). For this reason,
it has become particularly powerful in the United States, where these kinds of properties
assimilate best to professional norms within sociology. The great strength of this approach is
that it offers explicit causal links between culture and social structure, thus avoiding the
pitfalls of indeterminacy and obfuscation that have plagued more theoretically ambitious
understandings. Unfortunately, this intellectual honesty usually serves only to broadcast a
reductionist impulse that remains latent in the other approaches we have examined. The
insistent aim of study after study (e.g., Blau, 1989; Peterson, 1985) seems to be to explain away
culture as the product of sponsoring institutions, elites, or interests. The quest for profit,
power, prestige, or ideological control sits at the core of cultural production. Reception,
meanwhile, is relentlessly determined by social location. Audience ethnographies, for exam-
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ple, are undertaken to document the decisive impact of class, race, and gender on the ways that
television programs are understood. Here we find the sociology of culture writ large. The aim
of analysis is not so much to uncover the impact of meaning on social life and identity
formation, but rather to see how social life and identities constrain potential meanings.

While the sociological credentials of such an undertaking are to be applauded, something
more is needed if the autonomy of culture is to be recognized, viz. a robust understanding of the
codes that are at play in the cultural objects under consideration. Only when these are taken
into account can cultural products be seen to have internal cultural inputs and constraints.
However, in the production of culture approach, such efforts at hermeneutic understanding are
rare. All too often meaning remains a sort of black box, with analytical attention centered on
the circumstances of cultural production and reception. When meanings and discourses are
explored, it is usually in order to talk through some kind of fit between cultural content and the
social needs and actions of specific producing and receiving groups. Wendy Griswold (1983),
for example, shows how the trickster figure was transformed with the emergence of Restora-
tion drama. In the medieval morality play, the figure of “‘vice” was evil. He was later to morph
into the attractive, quick-thinking ““gallant.” The new character was one that could appeal to
an audience of young, disinherited men who had migrated to the city and had to depend on
their wits for social advancement. Similarly, Robert Wuthnow (1989) argues that the ideo-
logies of the Reformation germinated and took root as an appropriate response to a particular
set of social circumstances. He persuasively demonstrates that new binary oppositions
emerged in theological discourse, for example, those between a corrupt Catholicism and a pure
Protestantism. These refracted the politics and social dislocations underlying religious and
secular struggles in 16th-century Europe.

We have some concerns about singling such work out for criticism, for they are among
the best of the genre and approximate to the sort of thick description we advocate. There can be
little doubt that Griswold and Wuthnow correctly understand a need to study meaning in
cultural analysis. However, they fail to systematically connect its exploration with the prob-
lematic of cultural autonomy. For all their attention to cultural messages and historical
continuities, they do little to reduce our fear that there is an underlying reductionism in such
analysis. The overall effect is to understand meanings as infinitely malleable in response to
social settings. A more satisfying approach to Griswold’s data, for example, would recognize
the dramatic narratives as inevitably structured by constraining cultural codes relating to plot
and character, for it is the combinations between these that make any kind of drama a
possibility. Similarly, Wuthnow should have been much more sensitive to the understanding of
binary opposition advocated by Saussure: it is a precondition of discourse rather than merely a
description of its historically specific form.5 And so to our reading, such efforts as Griswold’s
and Wuthnow’s represent narrowly lost opportunities for a decisive demonstration cultural
autonomy as a product of culture—structure. In the final section of this chapter, we look for
signs of a structuralist hermeneutics that can perhaps better accomplish this theoretical goal.

STEPS TOWARD A STRONG PROGRAM

All things considered, the sociological investigation of culture remains dominated by
weak programs characterized by some combination of hermeneutic inadequacy, ambivalence

31t is ironic that in a paper published the year previously to Communities of Discourse, Wuthnow (1988) had begun
working toward this precise point, suggesting that differences between fundamentalist and liberal religious dis-
courses should be understood as expressions of divergent structural logics rather than as situated ideologies.
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over cultural autonomy, and poorly specified, abstract mechanisms for grounding culture in
concrete social process. In this final section, we wish to discuss recent trends in cultural
sociology where there are signs that a bona fide strong program might finally be emerging.

A first step in the construction of a strong program is the hermeneutic project of “thick
description” itself, which we have already invoked in a positive way. Drawing on Paul
Ricoeur and Kenneth Burke, Clifford Geertz (1973) has worked harder than any other person
to show that culture is a rich and complex text, with a subtle patterning influence on social life.
The result is a compelling vision of culture as webs of significance that guide action. Yet while
superior to the other approaches we have considered, this position too has its flaws. Nobody
could accuse Geertz of hermeneutic inadequacy or of neglecting cultural autonomy, yet on
close inspection his enormously influential concept of thick description seems rather elusive.
The precise mechanisms through which webs of meaning influence action on the ground are
rarely specified with any clarity. Culture seems to take on the qualities of a transcendental actor
(Alexander, 1987). So in terms of the third criterion of a strong program that we have
specified—causal specificity—the program initiated by Geertz runs into trouble. One reason
is the later Geertz’s reluctance to connect his interpretive analyses to any kind of general
theory. There is a relentless emphasis on the way that the local explains the local. He insists
that societies, like texts, contain their own explanation. Writing the local, as a consequence,
comes into play as a substitute for theory construction. The focus here is on a novelistic
recapitulation of details, with the aim of analysis being to accumulate these and fashion a
model of the cultural text within a particular setting. Such a rhetorical turn has made it difficult
to draw a line between anthropology and literature, or even travel writing. This in turn has
made Geertz’s project vulnerable to takeover bids. Most notably, during the 1980s the idea
that society could be read like a text was taken over by poststructural writers who argued that
culture was little more than contending texts or ‘“‘representations” (Clifford, 1988) and that
ethnography was either allegory, fantasy, or biography. The aim of analysis now shifted to the
exposition of professional representations and the techniques and power relations behind
them. The resulting program has been one that has told us a good deal about academic writing,
ethnographic museum displays, and so on. It helps us to understand the discursive conditions
of cultural production but has almost given up on the task of explaining ordinary social life or
the possibility of a general understanding. Not surprisingly, Geertz enthusiastically devoted
himself to the new cause, writing an eloquent text on the tropes through which anthropologists
construct their ethnographic authority (Geertz, 1988). As the text replaces the tribe as the
object of analysis, cultural theory begins to look more and more like critical narcissism and
less and less like the explanatory discipline that Dilthey so vividly imagined.

Inadequate as it may be, the work of Geertz provides a springboard for a strong program
in cultural analysis. It indicates the need for the explication of meaning to be at the center of the
intellectual agenda and offers a vigorous affirmation of cultural autonomy. What is missing,
however, is a theory of culture that has autonomy built into the very fabric of meaning as well
as a more robust understanding of social structure and institutional dynamics. We suggest,
following Saussure, that a more structural approach toward culture helps with the first point.
In addition, it initiates the movement toward general theory that Geertz avoids. In short, it can
recognize the autonomy and the centrality of meaning, but does not develop a hermeneutics of
the particular at the expense of a hermeneutics of the universal. We return to the promise of
such a structural hermeneutics below.

As the 1980s turned into the 1990s, we saw the revival of “culture” in American
sociology and the declining prestige of anticultural forms of macro- and microthought. This
strand of work, with its developing strong program characteristics, offers the best hope for a
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truly cultural sociology finally to emerge as a major research tradition. To be sure, a number
of weak programs organized around the sociology of culture remain powerful, perhaps
dominant, in the US context. One thinks in particular of studies of the production, consump-
tion, and distribution of culture that (as we have seen) focus on organizational and institutional
contexts rather than content and meanings (e.g., Blau, 1989; Peterson, 1985). One also thinks
of work inspired by the Western Marxist tradition that attempts to link cultural change to the
workings of capital, especially in the context of urban form (e.g., Davis, 1992; Gottdeiner,
1995). The neoinstitutionalists (see DiMaggio & Powell, 1991) see culture as significant, but
only as a legitimating constraint, only as an external environment of action, not as a lived text
as Geertz might (see Friedland & Alford, 1991). Of course, there are numerous US-based
apostles of British Cultural Studies (e.g., Fiske, 1987; Grossberg, Nelson, & Treichler, 1991),
who combine virtuoso hermeneutic readings with thin, stratification-oriented forms of quasi-
materialist reduction. Yet, it is equally important to recognize that there has emerged a current
of work that gives to meaningful and autonomous texts a much more central place (for a
sample, see Smith, 1998b). These contemporary sociologists are the “children” of an earlier
generation of culturalist thinkers, Geertz, Bellah (1970) (cf. Alexander & Sherwood, forth-
coming), Turner (1974), and Sahlins (1976) foremost among them, who wrote against the grain
of 1960s and 1970s reductionism and attempted to demonstrate the textuality of social life and
the necessary autonomy of cultural forms. In contemporary scholarship, we are seeing efforts
to align these two axioms of a strong program with the third imperative of identifying concrete
mechanisms through which culture does its work.

Responses to the question of transmission mechanisms have been decisively shaped, in a
positive direction, by the American pragmatist and empiricist traditions. The influence of
structural linguistics on European scholarship sanctioned a kind of cultural theory that paid
little attention to the relationship between culture and action (unless tempered by the danger-
ously “humanist” discourses of existentialism or phenomenology). Simultaneously, the philo-
sophical formation of writers like Althusser and Foucault permitted a dense and tortured kind
of writing, where issues of causality and autonomy could be circled around in endless, elusive
spirals of words. By contrast, American pragmatism has provided the seedbed for a discourse
where clarity is rewarded; where it is believed that complex language games can be reduced to
simpler statements; where it is argued that actors have to play some role in translating cultural
structures into concrete actions and institutions. While the influence of pragmatism has
reached American cultural sociologists in a diffuse way, its most direct inheritance can be seen
in the work of Swidler (1986), Sewell (1992), Emirbayer and his collaborators (e.g., Emirbayer
& Goodwin, 1996; Emirbayer & Mische, 1998), and Fine (1987), where efforts are made to
relate culture to action without recourse to the materialistic reductionism of Bourdieu’s praxis
theory.

Other forces also have played a role in shaping the emerging strong program in American
cultural sociology. Because these are more closely related than the pragmatists to our argument
that a structuralist hermeneutics is the best way forward, we will expand on them here. Pivotal
to all such work is an effort to understand culture not just as a text (& la Geertz) but rather as a
text that is underpinned by signs and symbols that are in patterned relationships to each other.
Writing in the first decades of the 20th century, Durkheim and his students such as Hertz and
Mauss understood that culture was a classification system consisting of binary oppositions. At
the same time Saussure was developing his structural linguistics, arguing that meanings were
generated by means of patterned relationships between concepts and sounds. A few decades
later, Lévi-Strauss was to pull these linguistic and sociological approaches to classification
together in his pioneering studies of myth, kinship, and totemism. The great virtue of this
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synthesis was that it provided a powerful way for understanding the autonomy of culture.
Because meanings are arbitrary and are generated from within the sign system, they enjoy a
certain autonomy from social determination, just as the language of a country cannot be
predicted from the knowledge that it is capitalist or socialist, industrial or agrarian. Culture
now becomes a structure as objective as any more material social fact.

With the thematics of the “autonomy of culture” taking center stage in the 1980s, there
was a vigorous appreciation of the work of the late-Durkheim, with his insistence on the
cultural as well as functional origins of solidarity (for a review of this literature, see Emirbayer,
1996; Smith & Alexander, 1996). The felicitous but not altogether accidental congruence
between Durkheim’s opposition of the sacred and the profane and structuralist theories of
sign—systems enabled insights from French theory to be translated into a distinctively socio-
logical discourse and tradition, much of it concerned with the impact of cultural codes and
codings. Numerous studies of boundary maintenance, for example, reflect this trend (for a
sample, see Lamont & Fournier, 1993), and it is instructive to contrast them with more
reductionist weak program alternatives about processes of “othering.” Emerging from this
tradition has been a focus on the binary opposition as a key tool for asserting the autonomy of
cultural forms (see Alexander & Smith, 1993; Smith, 1991; Edles, 1998; Magnuson, 1997).

Further inspirations for structural hermeneutics within a strong program for cultural
theory have come from anthropology. The new breed of symbolic anthropologists, in addition
to Geertz, most notably Mary Douglas (1966), Turner (1974), and Marshall Sahlins (1976,
1981), took on board the message of structuralism but tried to move it in new directions.
Postmodernisms and poststructuralisms also have played their role but in an optimistic guise.
The knot between power and knowledge that has stunted European weak programs has been
loosened by American postmodern theorists like Steven Seidman (1988). For postmodern
pragmatistic philosophers like Richard Rorty (e.g., 1989), language tends to be seen as a
creative force for the social imaginary rather than as Nietzsche’s prison house. As a result,
discourses and actors are provided with greater autonomy from power in the construction of
identities.

These trends are well known, but there also is an interdisciplinary dark horse to which we
wish to draw attention. In philosophy and literary studies, there has been growing interest in
narrative and genre theory. Cultural sociologists such as Robin Wagner-Pacifici (1986, 1994,
2000; Wagner-Pacifici & Schwartz, 1991), Margaret Somers (1995), Wendy Griswold (1983),
Ronald Jacobs (1996, 2000), Agnes Ku (1999), William Gibson (1994), and the authors of
this chapter are now reading literary theorists like Northrup Frye, Peter Brooks, and Fredric
Jameson, historians like Hayden White, and Aristotelian philosophers like Ricoeur and
Maclntyre (cf. Lara, 1998). The appeal of this theory lies partially in its affinity for a textual
understanding of social life. The emphasis on teleology carries with it some of the interpretive
power of the classical hermeneutic model. This impulse toward reading culture as a text is
complemented, in such narrative work, by an interest in developing formal models that can be
applied across different comparative and historical cases. In other words, narrative forms such
as the morality play or melodrama, tragedy, and comedy can be understood as “types” that
carry with them particular implications for social life. The morality play, for example, does not
seem to be conducive to compromise (Wagner-Pacifici, 1986, 1994). Tragedy can give rise to
fatalism (Jacobs, 1996) and withdrawal from civic engagement, but it also can promote moral
responsibility (Alexander, 1995; Eyerman, forthcoming). Comedy and romance, by contrast,
generate optimism and social inclusion (Jacobs & Smith, 1997; Smith, 1994). Irony provides a
potent tool for the critique of authority and reflexivity about dominant cultural codes, opening
space for difference and cultural innovation (Jacobs & Smith, 1997; Smith, 1996).
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A further bonus for this narrative approach is that cultural autonomy is assured (e.g., in
the analytic sense, see Kane, 1992). If one takes a structuralist approach to narrative (Barthes,
1970), textual forms are seen as interwoven repertoires of characters, plot lines, and moral
evaluations whose relationships can be specified in terms of formal models. Narrative theory,
like semiotics, thus operates as a bridge between the kind of hermeneutic inquiry advocated by
Geertz and the impulse toward general cultural theory. As Northrop Frye recognized, when
approached in a structural way narrative allows for the construction of models that can be
applied across cases and contexts but at the same time provides a tool for interrogating
particularities.

It is important to emphasize that while meaningful texts are central in this American
strand of a strong program, wider social contexts are not by any means necessarily ignored. In
fact, the objective structures and visceral struggles that characterize the real social world are
every bit as important as in work from the weak programs. Notable contributions have been
made to areas such as censorship and exclusion (Beisel, 1993), race (Jacobs, 1996), sexuality
(Seidman, 1988), violence (Gibson, 1994; Smith, 1991, 1996; Wagner-Pacifici, 1994), and
failed sociohistorical projects for radical transformation (Alexander 1995a). These contexts
are treated, however, not as forces unto themselves that ultimately determine the content and
significance of cultural texts; rather, they are seen as institutions and processes that refract
cultural texts in a meaningful way. They are arenas in which cultural forces combine or clash
with material conditions and rational interests to produce particular outcomes (Ku, 1999;
Smith, 1996). Beyond this they are seen as cultural metatexts themselves, as concrete embodi-
ments of wider ideal currents.

CONCLUSIONS

We have suggested here that structuralism and hermeneutics can be made into fine
bedfellows. The former offers possibilities for general theory construction, prediction, and
assertions of the autonomy of culture. The latter allows analysis to capture the texture and
temper of social life. When complemented by attention to institutions and actors as causal
intermediaries, we have the foundations of a robust cultural sociology. The argument we have
made here for an emerging strong program has been slightly polemical in tone. This does not
mean we disparage efforts to look at culture in other ways. If sociology is to remain healthy as
a discipline, it should be able to support a theoretical pluralism and lively debate. There are
important research questions, in fields from demography to stratification to economic and
political life, to which weak programs can be expected to make significant contributions. But it
is equally important to make room for a genuinely cultural sociology. A first step toward this
end is to speak out against false idols, to avoid the mistake of confusing reductionist sociology
of culture approaches with a genuine strong program. Only in this way can the full promise of a
cultural sociology be realized during the coming century.
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CHAPTER 8

Postmodern Social Theory

GEORGE RITZER AND DoucrLAas GOODMAN

Modernity is already postmodern. The postmodern is not after the modern nor is it opposed to
the modern; instead, it is in the modern. We could not, however, call the postmodern the secret
heart of modernity. The heart of the modern is its dream of transparency. Its belief that it can,
ultimately, know and therefore take control of itself. For social theory, the modern is the belief
that the hidden processes of society can be revealed and perhaps even manipulated to bring
about a new and better society. Postmodern social theory is opposed to, is after, this dream
of transparency.!

Postmodern theory is a recognition of the intractable contingency in modernity—that

Postmodernity is “in” the modern in another sense altogether. It is something like the food of the modern, but that
part of the food that is indigestible, which cannot be easily incorporated into the system of modernity. Postmodernity
is a recognition of the indigestible contingency in modernity. It is in modernity, but it is what is left over after the
dream of transparency drops away. Perhaps, then, it is appropriate to refer to the postmodern as the excrement of
modernity.

This is a reference with which many critics of postmodernism can agree, for we often have heard them compare
postmodern theory to the excrement of certain barnyard animals. To those familiar with Freudian theory, this
scatological analysis explains many sociologists’ relation to postmodernism. The relation is determined by that
stage, the anal, in which control is the primary issue. To give up the modern dream of transparency is to give up the
fantasy of control. As the anonymous revolutionary so succinctly expressed the concept of postmodern contingency,
“shit happens,” or the Latin variant, “Fex urbis, lex orbis” (Saint Jerome).

Seeing postmodernity as the excrement of modernity also suggests a relation between postmodern theory and
the ecological movement. After centuries of ignoring our own refuse, we are finally being forced to deal with it or else
be buried in it. This is because our modern civilization has expanded so that there is no longer any place outside of it
where our refuse can be safely dumped. Burning, burying, sinking, and transporting only moves it to another location
or changes it to another form. There is no outside in which it can be discharged and ignored.

Similarly, the modern has expanded to include our entire consciousness. We can no longer blame archaic
traditions or primitive thinking for the failure of modern plans. (Although some now try to blame postmodernism.)
There is no outside to modernity, no other place where we can locate the contingency that unsettles our schemes. No
matter how we analyze or trace its transformations, contingency remains within the modern. The contingency is
internal to modernity and it becomes fully recognizable as modernity expands to its fullest extent. This intractable
contingency is the place from which to begin to understand postmodern theory because postmodern theory is what
recognizes the contingency in the modern. The postmodern is both the modern to its fullest extent and the failure of
the modern dream of transparency.
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society could be different than it is and that the current situation is the product of a series of
historical accidents rather than essential forces. If, in fact, contingency is intractable, there are
two ways to deal with this theoretically. On the one hand, theorists can bracket the contingency
and focus on what can be determined, even if never completely. They can speak of trends,
probabilities, all-things-being-equal. They can make deterministic assumptions and build
models that approximate a contingent reality. On the other hand, theorists can focus on the
contingency by using theory to show that current formations could be otherwise. Let us call the
first approach modern and the second approach postmodern.

For a modern sociology, success is defined by the increased transparency of the social
object—the revelation of essential underlying forces and processes. For a postmodern soci-
ology, success is defined by the revelation of society’s radical contingency and the opening up
of new subject positions and local social projects.

It is not immediately apparent that postmodern sociology can be defined by its focus on
contingency, especially since postmodernism is notoriously difficult to define at all. One of the
reasons for this difficulty is that few of those we commonly think of as postmodernists (e.g.,
Foucault, Baudrillard, Virilio) identify themselves as such. Another is that they regularly
employ such rhetorical devices as hyperbole, irony, and studied vagueness so that it is difficult
to say what one postmodernist believes, let alone what the group as a whole professes.
Postmodernism itself is plural as are the interpretations of it. This has led many theorists to
simply give up on any attempt at precise definition and equate postmodernism with vagueness,
ambiguity, and obscurantism.

Nevertheless, we argue that the characteristics that make postmodern theory (in)famous
can be seen as related to a focus on contingency: skepticism toward grand narratives, abandon-
ment of any basis for claiming certainty, rejection of universal standards, playful rhetoric, a
subversive approach, and an emphasis on the irrational. All are connected to an attempt to
reveal that things could be otherwise. They all proceed from a belief that the objective of
theory is not to show why things are as they are, but simply to open up alternatives. However, a
common focus on contingency does not establish a set of definitive concepts, nor does it
delimit a particular theoretical frame; but it does structure the types of questions that can be
fruitfully asked and the key controversies.

Postmodern theories can be approached in two ways that can be themselves categorized
as modern and postmodern. A modern approach to postmodern theories would allow for a
mapping of postmodern social theories, seeing such a map as useful for providing an overview
of possible theoretical tools. A postmodern approach, however, would be skeptical of any
attempt to locate, fix, classify, or structure contingency and the theories that attempt to exploit
it. Such a postmodern sociology can only work in the margins or perhaps the footnotes of
social theory (and this chapter).2

2Here postmodern theory will not take the form of a critique of modern social theory. We do not intend to produce a
postmodern theory of modern theory. Such an attempt can only represent modern theory as something more coherent
and rational than it ever has been. Instead, we would like to steal the effects of modern theory.

The effects of modern social theory are not at all tied to its coherence and rationality. The effects appear in-
consistently here and there: in the biographical detail of the theorist, in the strangely chosen phrase, in the
incongruous metaphor. The force of Weber’s Protestant ethics, of Marx’s fetishism of commodities, of Durkheim’s
mechanical solidarity, for example, do not lie at all in their rigorous positivity but in their very ambiguity—Weber’s
tangled relation to both his mother and his culture, Marx’s use of a religious phrase that Freud was to so thoroughly
sexualize, Durkheim’s argument that social changes associated with the industrial revolution and its mechanization
shonld destroy the society he chose to call mechanical. Postmodern theorists would like to simply appropriate these
effects without any pretense to consistency.

After all, what can a postmodern theorist say about modern theory? That it is a myth? a paradox? an
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One of the authors of this chapter previously has created a map of postmodern theory
(Ritzer, 1997) that focused almost entirely on theorists (other efforts at mapping postmodern
theory include Huyssen, 1984; Bertens, 1995; Antonio, 1998; Crook, 2001). In this chapter, we
will instead map the ideas associated with postmodern social theory. While identifying
postmodern ideas can be as difficult and ambiguous as identifying postmodern theorists, we
have the advantage that social analysts in a wide variety of fields have selectively recognized
and employed these ideas to enrich otherwise modern works. Ritzer (1999), to take one
example, has done a very modern analysis of the ‘“‘new means of consumption” utilizing
several concepts that are central to postmodern theory: simulations, implosion, time, and
space.

This effort to map postmodern concepts will be divided into three parts. First, we will deal
with some of the epistemological concepts associated with postmodern social theory. Second,
we will deal with a set of critical and ironic analytical tools that explore the new world that is
emerging with the demise of modernity. In contrast to those who view postmodernists as
unrelenting nihilists, we believe that the most useful legacy of postmodern theory may be its
creation of a series of critical views of the contemporary world. One of the most important of
these critical views is irony. Third, we will look at the relation between postmodern theory and
consumer society.

EPISTEMOLOGICAL CONCEPTS
Decentering and Deconstruction

The focus on contingency leads to several postmodern epistemological concepts. First,
there is decentering, a notion closely associated with Jacques Derrida (1977). Perhaps the most
general meaning of decentering involves the surrender of the idea that there is a center, a
source, a point of origin that determines subsequent and peripheral phenomena. Modern
theory has been characterized by a series of searches for origins, be it Weber’s search for the
origins of modern capitalism in Calvinism or Durkheim’s effort to find the source of mechani-
cal solidarity in the increase in dynamic density. Decentering also involves surrendering the
futile search for the “essence” of a social phenomenon as exemplified in modern social theory
by Marx’s view that the exploitation of the proletariat by the capitalists was the essence of the
capitalist system or Wallerstein’s neo-Marxist effort to find that essence in the exploitation of
peripheral nations in the world system by those that lie at its core. Thus, modernists (e.g.,
Freudians, structuralists, Marxists) are obsessed by the idea of finding and unraveling the core
phenomenon that will end in the discovery of the secret force or event that determines
everything else. Postmodernists reject the idea of any such core phenomenon and urge, in-
stead, that observers focus on what is presented as marginal and derivative.

Closely related is the notion, also tied to Derrida, of deconstruction. This involves an
analysis that demonstrates that phenomena that are presented as marginal and derivative are
always necessary for “propping up” what is presented as central and originary. For example,

impossibility? As though postmodern theory were not. What is a postmodern theorist to do with modern theory?
Perhaps we were given modern theory, but like the borrower in the old joke, we have given it back and now we will
admit to nothing: “Jean borrowed a kettle from Karl. Karl accused Jean of damaging the kettle. Jean’s reply: first
there was no kettle; second, I never borrowed it; and third, it was already damaged when I got it.”” There never was
such a thing as modern theory, and besides, postmodern theory never borrowed it, and finally it was damaged when
we got it.
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Derrida (1974) is famous for deconstructing the way in which speaking has been presented as
original and immediate, while writing has been presented as derivative and indirect. Derrida
demonstrates, however, that speaking is better seen as a species of writing. Speaking is a
material medium of arbitrary sound marks that is no more immediate and directly interpretable
than writing. Presenting speaking as original and immediate allows for a central point from
which to derive social rules, as seen from Plato to Garfinkel to Habermas. Once it is realized
that all communication proceeds through an arbitrary material medium, the social rules
derived from it are revealed as themselves arbitrary and contingent.

Perhaps the key point about deconstruction is what it does not involve; postmodernists
reject the idea of deconstructing in order to establish a new construction. The latter would be
more consistent with a modern approach to disassembling extant theories. Postmodernists
reject it because it would simply involve the creation of a new oppressive and hegemonic
theory that would in turn need to be deconstructed. The point Derrida makes is not that writing
is more central than speaking, but that neither can anchor nonarbitrary social rules. For the
postmodernist, deconstruction is to be followed by further deconstructions without end.

This relates to another fundamental difference between postmodern and modern social
theory. Modern theory and more generally modern science are about the finding of the answer;
the discovery of an underlying truth. Thus, the endless deconstruction of theories cannot be
acceptable to modernists because it is of no help in discovering the truth. When they take
extant theories apart, modernists only do so as an intermediate step toward the creation of a
new theory that offers the answer. The contrary objective of the postmodernists is described by
Richard Rorty (1979) as “continuing the conversation” rather than discovering the truth. Only
the constant generation of new insights is able to reveal contingency rather than obscure it.

Totalizations and Grand Narratives

Two of the ways that modernists have obscured the contingency of society are through
totalizations and grand narratives. Totalizations involve an effort to locate an underlying force,
experience, or phenomena that explains most, or all, of the social world. Examples are legion
in modern social theory and they include Parsons’s structural functionalism, Blumer’s sym-
bolic interactionism, Luhmann’s system theory, Giddens’s structuration theory, and Cole-
man’s rational choice theory. Grand narratives involve efforts to explain much or all of social
history by making social change appear predictable or necessary. Among the modern exam-
ples are Weber’s rationalization theory, Simmel’s tragedy of culture, and various evolutionary
theories including those of Comte, Spencer, Parsons, and Luhmann. For postmodernists,
totalizations are only useful in order to make “war on totality” (Lyotard, 1993, p. 16) and the
only useful grand narrative is “a grand narrative of the decline of the grand narratives”
(Lyotard, 1993, p. 29).

Lyotard traces the evils of Nazism and Stalinism to grand theories of the ultimate triumph
of the Aryan race and of the proletariat. Thus, totalizations and grand narratives, whether they
exist in the social world or in the social sciences, are seen as terroristic and to be avoided at all
costs. Wherever they are found they are to be deconstructed.

Overdetermination and Secondary Rationalizations

Postmodern epistemology is often described as antirepresentational. All language, in-
cluding theory, is seen as unable to represent a reality that is external to it. Strangely enough,
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this is sometimes criticized as a kind of idealism, but far from it; the postmodern theory of
language is radically materialist. For the postmodernist, language is not some ideal domain
that is privileged over the material; instead, language is itself a material domain with its own
history, determinants, and effects. The postmodern argument is that the material history of
language has little to do with the history of the natural world. The relationship between
language and the world is determined by contingency and pragmatism, it is not a relationship
of representation and most especially not a relationship of truth.

Truth cannot possibly describe the relation between language and the world. Only an
idealist theory of language can believe that language represents the world in a way that could
be described as true. Contrary to the X Files, the truth is not out there. Reality is out there (and,
for all we know, flying saucers might be out there), but truth is entirely in language. The
relation between language and the world can only be useful or not useful. It cannot be true or
not true.

This is why postmodernists argue that theories, which are part of language, cannot
represent nature. Theories about nature have a contingent relationship with nature because
they are different orders of materiality. Language is produced by the manipulation of oral and
graphic inscriptions embedded in the historical and social contexts of human interactions.
Nature is a separate domain of materiality. To some extent, nature can be made to determine
pragmatically our theories about it—this is the point of experiments—but the theory is always
underdetermined by the experiments. We can always think of other theories to adequately
explain the experiments. We may choose a definitive explanation because it is more elegant or
simpler or mathematical, but these have everything to do with the domain of language and
nothing to do with nature.

However, this argument does not apply to the relation between society and theories about
society. These two are of the same domain. In fact, language and society are so intertwined as
to be inseparable. Nevertheless, discussing whether or not a theory about society is true is still
seen as an unprofitable topic for a postmodernist. We can certainly discuss whether a theory is
able to make accurate predictions about society, but this is not the same as being true. This
difference is especially obvious when discussing the moral value of a theory: truth is its own
good, while being able to make accurate predictions about human beings can be regarded as
objectionable, especially if the prediction is successful because the theory is a reflection of a
culturally pervasive domination. It is one thing, for example, to say that rational choice theory
makes accurate predictions because it is true. It is another to say that rational choice theory
makes accurate predictions because the theoretical assumptions reflect the domination of the
capitalist economic system.

Despite the shared domain of language, postmodernists would argue that there is also a
contingent relation between theory and society; this time not as a result of underdetermination,
but by what Freud called “overdetermination.” In dreams, Freud tells us that elements are
overdetermined. This does not mean they are strongly determined, but that they can be seen as
determined by multiple, contradictory systems. For example, a dream of being chased by a
giant hotdog might refer to the dinner one had eaten, as well as a friend we had thought of
named Frank, and a dachshund that we had as a child. It is even conceivable that Freud could
add some sexual interpretation here.

Similarly, postmodernists would argue that theories about society and the language they
are expressed in are overdetermined by the society from which they emerge and that they
purport to study. The elements of the theory and the choice of words in which they are
expressed are part of multiple contradictory systems. At one and the same time, they can be
seen as determined by the biography of the theorist, the contemporary social context, the
history of sociological theory, and the contingencies of linguistic, biographical, social, and
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historical accidents. Postmodernists believe that the force of a theory comes precisely from
these overdeterminations.

Furthermore, postmodernists suspect that, like the dream, theory is subject to secondary
rationalization. Although the importance of the dream lies in its shocking displacements and
juxtapositions, the dreamer begins, soon after awakening, to rearrange the dream into a more
rational structure. This tends to obscure the real force of the dream. Postmodernists see
something similar happening with theory. The powerful and shocking juxtaposition and
combinations of ideas are rationalized and their force is obscured by constructing an explana-
tory theoretical system. Postmodernists are interested in the original elements’ ability to reveal
the contingency of the present rather than constructing a secondary rationalization that
explains the present and therefore makes it appear inevitable.?

Rather than creating a rational system, postmodernists focus on the contingency in
language in order to reveal the contingency of the status quo. Postmodernism is interested in
the effects of the circulation of overdetermined theoretical elements, but it does not want to
rationalize them into a system. In this way, postmodern social theory is just like postmodern
architecture, which “randomly and without principle but with gusto” cannibalizes all the
styles and theories of the past and combines them “‘in overstimulating ensembles” (Jameson,
1991, p. 19).

The theoretical effect that postmodernists are most interested in is the creation of new
possibilities. But this means that any ideas of theory revealing the true nature of society in the
sense of essential underlying laws, forces, or processes must be abandoned. Such a revelation

3L et us take as an example the very theoretical element we are discussing: the ““postmodern.” We can understand this
word as a contingent overdetermination within a material language system. The prefix “post” is usually taken to
mean after modern, but this too is overdetermined by multiple linguistic meanings and the choice of any one meaning
is contingent. For example, it is also true that the “post” could have the same relationship to the word “modern” that
it has to the word “card” in “‘postcard.”

In “postcard,” the card carries the message and “post” indicates that it is circulating within a delivery system in
which it can be freely read by everyone even if they are not the addressee. Accordingly, postmodern would mean a
system that circulates the modern as a message and it would remain ““post,” i.e., in circulation, as long as it is not
delivered to the intended addressee. Postmodern then is the modern that has gotten lost in the mail, is forever
circulating, whose delivery is always delayed, and which is always being read by someone who is not the intended
addressee. It is, as Baudrillard (1984, p. 25) says, “a game with the vestiges of what has been destroyed.... So we
must move in it, as though it were a kind of circular gravity. We can no longer be said to progress.”

In addition, postmodernists suspect that the message can never be delivered or else the whole circulating system
will collapse. Let us take, for instance, the message that Mannheim circulated within the post system of sociological
theory: that all social theories, both ideologies and utopias, are determined by the society from which they emerge. At
least implicitly, this message has always circulated within sociology. We cannot imagine sociological theory without
it being in circulation, but it can never be finally delivered or else sociology will collapse. What could be said after
that message is delivered? What sociologist wants to simply be a mouthpiece for the status quo? Instead of accepting
final delivery, we read its message and pretend that we are not the true addressee.

We are not saying that Mannheim, under this definition, was postmodern, but that sociology becomes post-
modern so long as it has modern messages circulating within it that can never be delivered. It is these eternally
deferred messages that make sociological theory a collection of effects rather than a fully rational system. In this
sense, many modern social theories are postmodern in that they have central messages circulating within them that
cannot be delivered. For example, exchange theorists look at social actions as a product of reinforcement schedules.
The message that never can be delivered is that the theory itself must be a product of reinforcement schedules. If
this message is delivered, then debates among the proponents of exchange theory should take the form of an exchange
of food pellets or whatever passes as reinforcement. Rational debate would be a performative contradiction.

Of course, this meaning of “post”-modern makes a mockery of almost all criticisms of postmodernism. Every
critic without exception has misunderstood the denotative meaning as a connotative meaning. “‘Post” does not mean
after, but postal. We might say that, with this definition, postmodern theory has gone postal and the critics are among
1ts victims.
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(assuming it was a possibility) would place limits on what can be done. Instead, postmoder-
nists believe that the essential nature of society is contingency and the role of theory is to
reveal that. Theory should not tell us what is fo be done but what can be done. Totalizing
theoretical systems obscure the first brilliant flashes of new possibilities.

Theoretical Pluralism

Since theories are used as tools for revealing possibilities rather than for revealing
essential underlying forces, postmodernists may juggle several descriptions of the same event
without asking which one is correct. Instead of theoretical consistency, postmodernists ask
whether the use of a particular theory gets in the way of our use of other theories. If Marxist
macro theory and ethnomethodology make contradictory predictions, that is no reason not to
use them together, so long as their conjunction opens up new possibilities.

A charge of relativism is simply irrelevant here. The relativism of the present society is
precisely the goal of postmodern theory. Rather than revealing deep forces, postmodern theory
reveals the contingency of present configurations by making comparisons with other attempts
at social organization, both historical and utopian.*

The Subject

Postmodern contingency even invades the core of modern epistemological thought, the
subject. Modern social theory has notoriously taken the subject, the human actor, as its
assumed foundation. This is manifest in such diverse approaches as Freudian theory with its
focus on the ego, Marxian theory and its central concern with species being and the proletariat,
and Giddens’s structuration theory with its focus on the empowered actor. Postmodern social
theory, on the other hand, is rife with examples of subversions of the subject.

Foucault (1976, p. 16), for example, sought to create ““a method of analysis purged of all
anthropologism.” He saw the focus on humans as subjects and objects as a relatively recent
(18th century) development in the human sciences. For Foucault, modernity is precisely that
era that produced the subject that is also an object. Under Foucault’s definition, modernity
began when human nature was seen as constituted by a social history. Rather than studying the

“In fact, most of the criticisms of postmodern theory, such as being contradictory and embracing relativism, are simply
the projection of disputes that are internal to modern theory. What modern sociologist does not already use an array of
contradictory theories? The charge of relativism assumes that there is an agreed upon foundation, but what
foundation have modern theorists agreed on? Modern theory requires that the messages of sociology’s intractable
contradictions and always deferred foundation never be delivered. These circulate as post elements within the
modern system. Each sociologist reads the message, uses the information, but never acknowledges receipt.

Postmodern theory does not create the contradictions, the relativism, or the contingency; it merely points them
out. This 1s what the critics of postmodernism find most objectionable; like the man who came in to his doctor
complaining of constantly farting, although they were at least silent and did not smell.

“In fact,” said the patient, ““since I've been here, I've farted no less than 20 times.” The doctor gave him pills
and instructed him to return next week. When the man returned, however, he was livid.

“I don’t know what was in those pills, but the problem is worse! I'm farting just as much, and they’re still
soundless, but now they smell terrible! What do you have to say for yourself?”

“Calm down,” said the doctor soothingly. “Now that we’ve fixed your sinuses, we’ll work on your hearing.”

Postmodern theory simply attempts to use theoretical effects to reveal the stench of contingency in the
contemporary situation. It does this by focusing on the always deferred messages, the shocking juxtapositions, the
overdeterminations, while trying to avoid any secondary rationalizations.
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social history of human nature, it became necessary to understand human nature as social
history. History and society were not something that happened to us, but something that we
were. It was this change in perspective that made sociology possible.

Not only did human nature become a historical and social object of study, it also was
fragmented into different specialized objects. Human nature existed within a biological
organism of unfathomable complexity, at the center of an economic system whose products
weighed upon it (him or her), embedded in a social system to which it (he or she) never agreed,
lodged in a language whose history shaped its (his or her) thoughts. Each aspect required its
own specific study. Rather than there being a unified human subject, there was the possibility
of multiple human objects in different epistemic locations. The economic, linguistic, biolog-
ical, historical, and social location of human nature were studied by different specialized
sciences.

Modernity could no longer believe in a pure, direct apperception of the self. The knowl-
edge of our fragmented self could only be secured through our very finitude. We can know the
history of our being because we are historical beings; we can know society because we are
social; and we can know biology because we are biological. Each of these positive forms in
which one can learn that she is finite is given to her only against the background of her own
finitude.

In what Foucault calls the classical age, one could believe in Descartes’ simple equation
of “I think” and *I am.” In the modern age, the very language in which this is expressed
becomes a problem. The words are seen as having a sociohistorical position, an indexicality,
without which they are meaningless. The knowledge of ourselves is not given to us in the form
of a pure language. The self’s being and thinking are constituted by a social history that
precedes that self and escapes any attempt to grasp it as a totality. In modernity, there is no
guarantee that the “I” that thinks and the “I” that is are the same “I.”” In fact, the modern
concept of the unconscious argues that they are not. The use of the same word to refer to both
these selves is historically contingent. Consequently, the manifest philosophical truth that
founded Descartes’ system depends on a linguistic accident that is subject to change.

According to Foucault (1970, p. 316), the modern view of the subject creates an “‘inter-
minable to and fro of a double system of reference.” In the sciences that study humanity,
humans appear as both the determined object of study and the free subject that knows. On
the one hand, humans create history, society and language; on the other hand, we are produced
by them and can only know ourselves through them and possibly we can only know them.
From the second paragraph of Marx’s (1926) Eighteenth Brumaire to Giddens’ concept of
structuration, modern sociology has never found a way to resolve this basic paradox, only
clever ways to restate it.

In sociology, human nature appears both as a socially determined object and as a freely
chosen project. This paradox threatens to undermine any sociological analysis, since the
analysis itself may be the determined product of a social ideology. The paradox can be avoided
only if the subject matter for sociological study is delimited ahead of time so that it excludes
a self-reference to the theory being used. This is why sociologists cling so desperately to their
traditional areas of study, for example, class, inequality, and production. A sociological
analysis that is allowed to go outside these limited areas threatens to be self-refuting because
sociology itself could be seen as a socially determined ideology.’

SThese problems with the modern subject are projected onto postmodernism, which is criticized for suggesting that the
subject is contingent. But the impossible place of the subject is a modern problem. Postmodernism is not concerned
with the true nature of the subject, only with the way in which the subject circulates within a system that cannot
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Modern sociology’s solution to the impossible position of the subject has been an
exhortation to get on with the important work of sociology. “Don’t look behind the curtain,”
we have been told. That little object, who is also the wizardly subject, is of no importance.
But the work we would get on with depends on which side of the ambivalent view of the self
we use.

Beyond Positivism and Eschatology

In keeping with this double reference, we see two kinds of analysis in sociology: (1) a
positivism that views human beings as determined objects; and (2) a political eschatology that
sees human nature as a project of freedom. Modern sociology has been divided into positivists,
surveyors, and economic historians on the one side and humanists Marxists, liberals, femi-
nists, and multiculturalists on the other. While it may seem as if these two are alternatives, they
really operate as a “fluctuation” (Foucault, 1970). Positivists have always nourished a hidden
political eschatology and humanists have always reached for empiricism. A discourse attempt-
ing to be both empirical and critical must be both positivist and eschatological. Without both
of these, modern sociologists lose their motivation to do sociology.

Postmodernism is usually supposed to be on the side of political eschatology, since its
focus on contingency can be seen as preparing the ground for a new regime of human freedom.
However, modern political projects usually take the form of totalizing theories that are based
on assumptions about human nature that postmodernism would question. In this one sense,
postmodernists show a certain humility. They do not believe that any theory can provide the
motivation for social change. This must come from the local situation. Theory can only reveal
the contingency of the present and the multiple possibilities of the future.

deliver its message without collapsing: the positions it (he or she) can assume, the rules for its (his or her) circulation,
the symptoms caused by its (his or her) nondelivery. For the postmodernist, the goal of this analysis is not to
understand the subject, but to understand what can come after the subject.

In the circulating system of modern sociology, the self functions as a postmodern element. A central tenet of
modern sociology is that the subject is a socially determined object, a social fact. This, however, is a message that can
never be finally delivered to at least one set of subjects, that is, to sociologists. Sociologists can only believe in the
importance of what they do if they can pretend that the message is not addressed to them. Otherwise, if the sociologist
is herself a socially determined object, what can she say that is not simply a reflection of her social position? This
constant circulation of the always deferred message makes for peculiar symptoms in sociology’s depiction of the
human subject. As Dennis Wrong (1961) pointed out, the sociological subject always seems “‘oversocialized.”

SConversely, postmodernists are usually supposed to be against positivism. However, in a strange way, postmoder-
nists and positivists seem to need each other. Both are marginal to sociology but each feels compelled to present the
other as dominant. Nevertheless, despite the rhetorical flights of animosity, postmodernism is not necessarily
opposed to positivism.

Positivism can be defined in two ways. First, it can be defined, as Habermas (1971) does, as an aversion to
reflexivity. Second, it could be defined, as Turner (1992) does, as a focus on invariant laws. Postmodernism, with
its focus on contingency, would reject the first and be skeptical but interested in the second.

It is easy to see why Habermas would define positivism as an aversion to reflexivity. Not only do positivists not
engage in reflexivity, but they go to great rhetorical lengths to dismiss it as navel gazing, solipsism, unresolvable
metatheorizing, German idealism, French foolishness, American pseudorevolutionary ranting, and so forth. In many
ways, positivism seems to be structured around an attempt to evade the paradox of the modern subject. There is a
complete lack of consideration of what it means if the invariant laws discovered by the sociologist also apply to the
sociologist. This is precisely what the positivist wants to dismiss as navel gazing. For the postmodernist, these sorts of
paradoxes are a primary source of contingency, and therefore they are to be studied and elaborated on, rather than
dismissed with catchwords.

On the other hand, anyone concerned with revealing contingency must also be interested in what is not



160 GEORGE RITZER ano DOUGLAS GOODMAN

There are many other important epistemological ideas associated with postmodern social
theory—essentialism, difference, genealogy, intertextuality, representation, text, difference,
alterity, to name just a few-—but we lack the space here to deal with more of them. The essen-
tial point is that the postmodernists have developed a wide array of epistemological concepts
that lead them to take a very different approach to social theory than the modernists.

ANALYTIC CONCEPTS

In this section, we will look at a second set of the most important postmodern concepts:
those concepts that can be used to critically analyze social phenomena in order to reveal their
contingency. Modern sociological concepts are often compared to a set of analytic tools. These
are used to investigate epiphenomena in order to reveal underlying forces and categories.
Postmodern concepts can be seen as a set of ““special effects” used to reveal the contingency of
the phenomena. As in cinematic special effects, the audience is not asked to believe in the
reality of the effect, but on the contrary to suspend belief in reality.

The difference between the two can be illustrated in the film that many consider to be the
epitome of postmodernism, Blade Runner. Blade Runner is about discerning the difference
between true humans and the manufactured simulations called replicants. This is a life and
death difference, since the job of the hero of the film is to “‘retire,” or murder, the replicants. In
the film, the difference is established by an analytical tool that supposedly magnifies the eye of
the subject in order to examine emotional responses to a set of preselected questions. However,
when we watch the movie closely, we notice that the eye being examined is not so much
magnified as simulated. Even when different eyes are being tested, their simulation on the
screen of the analytical tool is always the same and the color of the simulated eye does not
match the eye of the subject.

The eye as the site of analysis for revealing the underlying truth is one of the central
themes of the movie. We see the factory where the replicants’ eyes are manufactured; the
“father” of the replicants (their primary designer and founder of the manufacturing company)
is killed by putting out his eyes; and the final emotional appeal from the dying replicant is in
terms of what his eyes have seen. But most importantly, the entire enterprise of distinguishing
between humans and replicants is subverted. By the end of the movie, we know that the
replicants are more human than the originals.

If modern sociologists appeared in this movie, we could imagine them refining the
analytical test, improving the preselected questions, and perfecting the eye’s simulation, but
the sociologists would not notice the inescapable contingency of the distinction that they are
investigating. The distinction between humans and their simulation is a brutal contingency
with fatal consequences for those on the wrong side of the historical accident. Any search for
an underlying force used to distinguish between the real and the simulation simply serves to

contingent. Positivism’s invariant laws would indicate both those social elements that cannot be contingent and the
framework for increasing contingency for the rest. Nevertheless, it is difficult not to be skeptical about this goal. After
over a century of pursuing it, sociological positivism has yet to produce one nontrival, generally accepted, invariant
sociological law. By its own criteria, it has failed.

The problem for positivist might be called the n+1 dilemma. It is easy enough for positivists to propose n laws
that seem to govern the local situation, but their hope is always to find the n+1 rule that governs the application of the
n rules, and therefore is invariant. Postmodernists also believe in an n+1 rule, but for them it functions like Lecercle
(1990, p. 93) describes the rules of grammar. For any natural language, there are # rules that describe correct language
use and there is always an n+1 rule that “allows any or all of the n rules to be broken.” In other words, the invariant
law that the positivists search for is contingency.
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justify the contingency and its brutality. The application of this insight to such staples of
sociological investigations as race, gender, and class should be obvious. While a modern
analysis takes these as independent variables and investigates their consequences, a post-
modern analysis reveals the contingency of the categories.

Genealogy

This, for example, is the point of Foucault’s use of genealogy. Genealogy is opposed to
the search for origins, for the real, for the hidden truth. According to the genealogist, there is
no essential secret behind history, except the secret that there is no essence, “or that the
essence was fabricated in piecemeal fashion from alien forms™ (Foucauit, 1984, p. 78).
Genealogy traces this piecemeal fabrication and shows historical change to be as contingent as
the relation between generations in a family. This is not to say that the present inherits nothing
from the past, but that the relation is as likely to be a reactionary reversal, or a mythical
recreation as a straightforward adaptation.

In his analyses of punishment (Foucault, 1979) and sexuality (Foucault, 1980), Foucault’s
genealogies never reveal the truth of punishment or sex but rather their contingency. His
history of sexuality, for instance, does not aim to locate the true nature of sex and then analyze
its repression; instead, he reveals the historical contingency of our present notions of sex in
order to open up the possibilities for new configurations of pleasures.

Hegemonic Articulations

Ernesto Laclau and Chantal Mouffe stress the contingency of constructing political
identity. They see this as happening through a process of hegemony within a project of radical
democracy. This concept of hegemony goes back to Gramsci’s (1988) ambivalent definition.
It is, as commonly recognized, a tool of the dominant class, but it is also the process through
which diverse subaltern interests are brought together to construct a revolutionary class. In
the hands of Laclau and Mouffe, hegemony becomes the solution to the problem of post-
modern identity and totalizations. They take from Derrida (1972) the idea that all identity is an
effect of systems of differences that are inherently unstable and decentered. And they take
from Jacques Lacan (1977) the idea that human beings are essentially defined by a lack which
they struggle to cover over. Identity then is not something that we have, but something that is
cobbled together out of the multiplicity of subject positions that can be found within the
systems of differences that make up society. Hegemonic practices provide a temporary and
ultimately impossible center that allows us to construct an identity within a differential system.

Hidden hegemonic practices have been used to maintain the traditional belief in an
essential identity and a totalized social field despite personal and social fragmentation. These
hegemonic practices, once freed from their secret servitude to an essentialist logic, exhibit the
nature of social reality as irreducibly plural and diverse. Socioclogical analysis can acknowl-
edge and privilege this difference without making it an essential characteristic of individuals.
This approach rejects both “‘the abstract Enlightenment universalism of an undifferentiated
human nature” (Laclau & Mouffe, 1985, p. 36) and the Romantic celebration of individual
diversity. It sees the plurality of subject positions as a product of a diversity of discourses.

Discourse comprises everything (including material objects) that is “meaningful” in a
system of differences in which meaning for any particular element is given by temporarily and
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partially fixing a center for that system. It is, according to Laclau (1988, p. 71), ““coterminous
with the ‘social.” Because every social action has a meaning, it is constituted in the form of
discursive sequences that articulate linguistic and extralinguistic elements.” Michéle Barrett
(1991, pp. 65—66) points out that the

... definition of discourse by Laclau and Mouffe does not, as has been immediately concluded by
several materialists, represent a vertiginous leap into idealism. The concept of discourse in their
hands is a materialist one that enables them to rethink the analysis of social and historical
phenomena in a different framework.

Most significantly, material social structures and their meanings can be seen as linked through
hegemonic practices rather than a natural and immutable relationship.

Irony and Fatal Strategies

Even genealogy and hegemonic articulations, however, are too modern for some post-
modernists, since they seem to ignore the contingency of the analysis itself and are presented
as the basis for a triumphant progression toward greater freedom of the subject. Instead, the
most important conceptual conceits for many postmodernists is irony and many of the
concepts and categories proposed by postmodernists must be understood in terms of this.

Baudrillard, for example, unable to hold onto his former Marxist hope for a revolutionary
subject, instead ironically reverses the Marxist division between revolutionary subjects and
the ideologically controlled masses. He assigns a revolutionary role to the masses and their
fatal strategies (Baudrillard, 1990). While the masses do not want to be liberated, their silence
and ability to absorb everything that is done to them makes it possible for them to drag “power
down to its fall” (Baudrillard, 1990, p. 95). Such strategies are fatal because the masses
respond of their own accord and it is impossible to escape from those responses. The victory of
the masses will not be a dazzling revolution, “but obscure and ironic; it won’t be dialectical, it
will be fatal” (Baudrillard, 1990, p. 96). To attain such a revolution, fatal objects like the
masses cannot take direct, conscious action. Rather, they must aim “to the side, beyond, off
center”’; in this way, “duplicity is strategic and fatal” (Baudrillard, 1990, pp. 77, 78).

Baudrillard’s ironic conceptions mirror the irony of the contemporary world. For some,
there is no other way to approach a postmodern world. This is also the basis for Lyotard’s
(1984) paralogy, which continually undermines itself through such devices as seeking out or
inventing counterexamples, looking for paradoxes, and aiming at dissensus.

Simulation, Simulacra, and Hyperreality

For many, the postmodern world is associated with a type of unreality that Jean Bau-
drillard (1994) has labeled simulation. The increasingly widespread existence of simulations
erodes many crucial modern distinctions such as those between the real and the fake, the true
and the false, the original and the copy. As we live more and more of our lives in simulated
settings, we will increasingly lack a basis for making these kinds of distinctions. Thus, if we
are born and raised in Disney’s town of Celebration, or one of the many communities through-
out the United States that are its clones, we will be increasingly unable to distinguish Las
Vegas casino-hotels like Paris, the Venetian, and Mandalay Bay from the real thing.

Simulacra (Baudrillard, 1994) is a particularly important form of simulation. Here we
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have a simulation of a simulation with no actual original.” For example, the concept of tradi-
tional family values used in politics today is a simulation that has its original in the type of
families that existed in television programs such as Father Knows Best. It is thus a simulation
of a simulation with little relation to actual traditional families.

With the concept of the hyperreal, Baudrillard argues that these simulations have become
more real than real and truer than true. It is little wonder, then, that people increasingly come to
prefer simulated hyperreality to the real thing. Disneyland (and Celebration) is far cleaner than
the world outside its gates and the personnel under the simulated Eiffel tower in Las Vegas are
far friendlier than those in France. In the hyperreal world, Father Knows Best becomes the
basis according to which we measure our family, Las Vegas’s simulations are the model for
judging the authenticity of other cultures, and pornography is the standard for real sex.

Dromology

For Paul Virilio, the move to the hyperreal allows for the emergence of high-speed,
global, virtual systems that are at war with reality. Pushed by technology, especially in the
service of war, superspeeded virtual systems replace the slower intersubjectivity necessary for
traditional political, economic, and ethical decisions. This makes all traditional sociological
analysis obsolete and in need of replacement by what Virilio (1986) calls dromology, an
analysis of the critical role played by brakes and accelerators. What is important for contempo-
rary society is not a study of the differences between periphery and core or between urban and
rural, but of the brakes and accelerators connecting the flow of images and information
between the different regions.

Of special importance for this analysis is what Virilio calls vectors, those interconnec-
tions along which information and images flow. These vectors delocalize events, making
distant public actions appear as private dramas. Spatial proximity becomes irrelevant and
instead the speed of transmission is crucial. The tendency of vectors is toward increasing
velocity, flexibility, and interconnection.

Virtual Geography

According to McKenzie Wark (1994, p. vii), this hyperreal, dromological virtual reality
creates a virtual geography that “doubles, troubles and generally permeates our experience of
the space we experience first-hand.” In fact, the virtual reality is so much a part of our
everyday life that now the real only emerges in times of extreme weirdness. For example, the
stock market is now a virtual reality where crucial economic decisions are made by machines
because of the amount of available information that must be processed and the premium
placed on speed. We can only understand the market by looking at such times of weirdness as
the crash of 1987, when there are extreme movements with no apparent basis in reality.

At those times of weirdness, we see that movements in the stock market are increasingly
in response to high-speed changes in virtual representations rather than any change in the
underlying reality of concrete firms. The exponential increases in the amount of information
and the speed of transmission do not result in greater transparency but in a system that no

7Baudrillard is not consistent in this distinction between simulations and simulacra and often uses the two inter-
changeably.
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human being can possibly understand. The high-speed virtual representations of the market
become a third reality that is autonomous from the second reality of the market and almost
wholly removed from the first reality of actual businesses. Since this virtual market on
computer screens is everywhere and never sleeps, smart investors study the movements of the
more accessible virtual market rather than trying to determine the reality beneath the represen-
tation. Increasingly, the economic well-being of the individual is as tied to the virtual reality of
the market represented on their computer screens as it is to the actual business he or she may
work for.

CONSUMER SOCIETY

One of the central figures of postmodernism is consumer society and it is especially here
that postmodern theory begins to theorize its own condition of possibility. The postmodernism
of endlessly circulating, always deferred messages is not simply an intellectual fantasy. It finds
its roots in the everyday life of consumer culture where messages are overproduced and
overdetermined. Advertising becomes precisely the type of “post” system that we have been
discussing when the target audience takes up the ironic position of the nonaddressee of the
message. Who really believes that “Coke is it” or that Nike wants you to “‘just do it” or that
you can “‘have it your way?”” These messages simply circulate within the system and are never
delivered as modern messages to anyone.

In the ideal consumer culture, consumption does not use things up; instead, it keeps things
in circulation. Commodities are taken up on whim and passed off as soon as their instant
gratification begins to fade. Items are not worn out; they go out of fashion so that they can later
be recirculated as nostalgia.

This creates what Baudrillard (1993) describes as a fashion system. First, capitalism
transforms all objects into commodities where qualitative differences are transformed into the
interchangeable quantitative differences of a monetary system. Then a similar thing happens to
messages where meaningful differences between messages are transformed into an inter-
changeable fashion message. To wear the scarf of the infifada or a French beret is a fashion
choice rather than a message about identity. A white bridal dress no longer indicates that one
has maintained the “purity” demanded by a religious affiliation. The choice of ethnic foods
has little to do with one’s own background. All of these become simply another expression of
fashion.

The message of fashion refers only to its own circulation. Communication is replaced by
play. Changes in fashion do not represent any change in an underlying reality. This year’s
model refers to last year’s model and the creative novelties added to it, or to last decade’s
model, and the ironic attitude with which it is reappropriated. The rhetoric of new and
improved replaces actual change.

A fashion system makes a mockery of any attempt to analyze underlying forces. Fashion
has no deep meaning and it revels in its superficiality. Analyses of class, gender, or racial
determinations are likely to find themselves entering the fashion system as the latest element.
Feminist critiques of fashion produced feminist fashions and then postfeminist fashions,
which are actually ironic prefeminist fashions.

Baudrillard’s argument is that all of our serious codes—politics, morality, sexuality,
economics, science—are being transformed into a fashion system. Gore is the new and im-
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proved Clinton; Bush is the new and improved Bush. Differences between candidates have
more to do with style than substance.®

Resistance and Irony

Talk of resisting the hyperreal fashion system of consumer culture is part of the game.
Resistance is already built into consumer culture in the ironic detachment that is part of its
pleasure. We buy music to reflect our revolutionary pretensions, cars to escape the rat race,
toilet paper to save the environment, and scented soap to enrich the Third world.

The critique of consumer culture cannot emerge from an analysis that reveals the
underlying truth of advertising and consumption. The falsity of consumer culture does not lie
in the difference between its facade and any underlying reality. In consumer culture, there is
nothing but facade and everyone knows it for what it is. Consumers already know that
advertising is not true and that fashions are superficial and they turn their same ironic attention
to the ideology critiques of sociologists.

The falsity of consumer culture lies in the idea that there is something outside of the
fashion system, just as the falsity of Las Vegas lies in the idea that there is an authentic Eiffel
tower that is not just a tourist gimmick and the falsity of pornography lies in the idea that there
is an authentic sexual encounter where bodies are no longer objectified. Modern social
theorists cling to the fading hope that their revelation of underlying reality is something
different from an advertisement, something that will finally be taken seriously by the ironic
consumer. What can the social theorist tell consumers about their culture that they do not
already know? What idea can theorists produce that will not be turned into an advertising
slogan? The critical force of consumer culture emerges not from a comparison of its surface
mendacity to its underlying reality. Instead, it comes from what consumer culture reveals
about modernity: that modernity is an endlessly circulating advertising slogan to be taken
ironically.

All the criticisms of consumer culture are true. It has lost its connection to any objective
reality. It wastes energy in the pursuit of impossible fantasies. It absorbs and co-opts its own

8We see this even in the intellectual world where buzzwords and catchphrases are used to sell books and attract
students. Foremost among these are the terms “modernism” and “modernity.” There is a constantly increasing list of
books and articles that discuss modernity or modernism despite the fact that no one seems quite sure what the words
mean. Most definitions are hopelessly vague and often inconsistent with each other. Modernism is, in the words of
Ernst Gellner (1992, p. 22), “‘a contemporary movement. It is strong and fashionable. Over and above this it is not
altogether clear what the devil itis.” Even its supporters admit to its lack of meaning. “I have the impression that it is
applied today to anything the users of the term happen to like” (Eco, 1989, p. 65). Dick Hebdige (1986, p. 78)
complains that the term “modern” can be applied to “the decor of a room, the design of a building, the diegesis of a
film, the construction of a record, or a ‘scratch’ video, a TV commercial, or an arts documentary, or the ‘intertextual’
relations between them, the layout of a page in a fashion magazine or a critical journal....” In a full-page sentence,
he goes on to note that there are modern philosophies, modern music, modern subjects, modern styles, modern crises,
modern narratives, modern technologies, modern nations, modern ages. When it becomes possible to describe all
these things as modern, he concludes, “then it’s clear we are in the presence of a buzzword.”

In their infamously ironic style, these modernists and their tongue-in-cheek critics use the term postmodern
rather than modern in the above quotes, but it is clear that the postmodern is actually the truth of the modern. The
meaning of the modern itself is always post, always lost in the mail, eternally deferred, and constantly circulating.
There really is no such thing as the modern, only a postmodern; but nevertheless, it is useful to retain the term
“modern” to designate the deferred messages circulating within postmodernity.
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criticisms. But what the critics must pretend not to see is that their own visions of modernity
have these same defects circulating within them as undelivered messages. Modern social
theory also has trends and fads, it has also entered the fashion system. For this year’s model,
we see an updated Parsonsian garb (fashionable now that it is passé), accessorized with frills
derived from ethnomethodology and exchange theory and, for that daring touch, a hint of
postmodern decadence.

It is not the frivolous contingency of consumer culture versus the serious truth of
modernity. If that is it, how can we explain why consumer culture is increasingly dominant,
except with a fatalistic theory of ideological dupes? Instead, it is the frivolous, playful, ironic
contingency of consumer culture against the serious contingency of modernity. The truth is
that most people prefer the former. Perhaps sociological theorists prefer the seriousness of
modernity because theirs is already such a frivolous profession that they feel they must prove
their seriousness.

Even sociological theorists should consider shopping for a new and improved social
theory. Ask yourself this: Don’t you deserve a brand new social theory? Haven’t you worked
hard for it? You owe it to yourself! You owe it to your friends and loved ones! Hurry down and
see our new models!

FUTURE PROSPECTS

Postmodernists have had a profound impact on contemporary social theory. It is difficult
to do social theory today without at least knowing the basics of postmodern theory. While
many use it as a negative touchstone in their own work, a not insignificant number of social
theorists are employing postmodern ideas in the development of their theories and others are
making unique contributions to postmodern social theory. Some forms of social theory—
symbolic interactionism, critical theory, globalization theory—have proven very receptive to
postmodern ideas, but others—exchange theory, rational choice theory—have been highly
resistant. Others, most notably feminist theory, have been very ambivalent about postmodern
social theory, with some like Judith Butler (1990) (Clough, 2000) and Donna Haraway (1990)
making important contributions of their own to the theory, while other feminists (e.g.,
Harding, 1990) have been highly critical of theory because it undercuts some of the goals and
aspirations of feminist theory. For example, while at least some feminist theorists have sought
to develop a general theory of women in the contemporary world, postmodernists are seen as
rejecting the very idea of a general theory. Overall, there is a very uneasy relationship between
feminist and postmodern social theory.

Not only is the impact of postmodern social theory uneven across the range of theoretical
perspectives, it also varies geographically. European theorists were much quicker than their
American counterparts to understand the importance of postmodern social theory, to address
its basic ideas in their own work, and to make positive contributions to that theory. Indeed, to
this day postmodern social theory is dominated by European thinkers. There has been much
more resistance to postmodern ideas in American social theory and their impact was felt much
later in this country. Even when it was felt, it had far less impact on American theorists than on
their European counterparts and many Americans remain unalterably opposed to postmodern
theory, even if they know relatively little about it. What they know of it seems to them both
baffling and threatening.

Interestingly, while postmodern social theory retains the aura of being something new in
American social theory, it seems passe to many Europeans. After all, many of the most
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important works in postmodern social theory (e.g., by Derrida, Lyotard, Foucault, and Bau-
drillard) were published decades ago and many of today’s European theorists read them while
they were graduate students or relatively new professors. The public uproar over postmodern
ideas has long since passed and European theorists in varying ways have made their peace with
them. Thus, from the European perspective, the situation in the United States seems incom-
prehensible. Many European theorists wonder why so much heat is being generated in the
United States today over a set of ideas that is ““old business” as far as they are concerned.

More extremely, many European theorists have gone beyond postmodernism to create
what is known as “‘post-postmodernism.” Thinkers associated with this perspective (e.g., Li-
povetsky, 1994; Ferry & Renaut, 1990; Lilla, 1994) are well-steeped in postmodern ideas, but
they are uncomfortable with many of them. They often take the position that the postmoder-
nists went too far in rejecting various ideas associated with modern social theory—the human
subject, individualism, universal rational norms, human rights, liberalism, democracy—and
they seek to resurrect such ideas and give them their rightful place at the heart of social theory.

While some social theorists are just now learning the basics of postmodern social theory
and others have moved beyond it, basic works in postmodern social theory continue to appear.
While Foucault is dead and Baudrillard is long past his prime, Zygmunt Bauman (now in his
late 70s) continues to produce works that develop his unique perspective that represents a
fusion of modern and postmodern ideas. In his most recent books, Globalization (Bauman,
1998) and Liguid Modernity (Bauman, 2000), he describes a postmodern world in which the
“solidity”” of early modernity and the later efforts at reforming those solid structures and
replacing them with new and improved ones have both passed from the scene. They have been
displaced by a new form of modernity that is defined by its liquidity rather than its solidity. It is
increasingly difficult for people to understand and deal with the fluidity that exists everywhere
from global relations, interpersonal relationships, and even the self. This new, highly fluid
world can be thought of as postmodern and in need of being conceptualized from the
perspective of postmodern social theory.

While Bauman has an ambiguous relationship to postmodern social theory, Paul Virilio is
more clearly associated with postmodern social theory and he, too, remains active and
productive. Among his most recent books are Open Sky (Virilio, 1997) and The Information
Bomb (Virilio, 2000). In these works Virilio continues his analysis of the increasing impor-
tance of speed in the contemporary world, but he brings it more up-to-date by dealing with the
Internet, cyberspace, and the new information technologies.

However, the real problem facing postmodern social theory is whether it will be able to
produce a second-generation of postmodern theorists who will pick up and develop the ideas
created by the founding generation of Derrida, Lyotard, Foucault, Baudrillard, and Virilio. At
the moment, the prospects do not appear bright; no younger theorist has emerged as the leader
of the next generation of postmodern social theorists. It may be that the first generation was so
idiosyncratic and their ideas so unique that they defy efforts by others to build upon them. The
parallel in more mainstream American social theory is Erving Goffman whose ideas were so
brilliant and idiosyncratic that no thinker ever emerged to carry forth and extend his perspec-
tive. In fact, it may be that this entire idea of building on one’s predecessors is far too modern
for the postmodernists; it implies some sort of grand and positive trajectory for the develop-
ment of social theory. It also implies, in the ultramodern terms of Thomas Kuhn (1996), some
sort of “‘normal science” following the “revolutionary” breakthroughs of the first generation
of postmodern theorists. It may be, however, that we are more likely to see, given the post-
modern perspective, another revolutionary breakthrough with only a genealogical relation to
the previous one.
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The future is always murky, especially using a postmodern optic; but it is clear that social
theory will never be the same in the aftermath of the postmodern revolution.
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CHAPTER 9

Culture and Identity

MiICHELE LAMONT

In line with the charge given to the contributors to this volume by its editor, instead of
providing a broad theoretical discussion of cultural theory and identity, I spell out my own
contribution to the study of culture and identity. I will concentrate primarily on themes central
to my most recent book, The Dignity of Working Men (Lamont, 2000a). I will also refer to my
edited books, Rethinking Comparative Cultural Sociology (Lamont & Thévenot, 2000) and
The Cultural Territories of Race (Lamont, 1999), and to recent papers. I will emphasize theo-
retical and empirical contributions. Within space constraints, I also will locate my work within
the literature and discuss future challenges and research directions.

I share the widely held view that the constitution of personal and collective identity is
relational in nature. I analyze this relational process by studying inductively boundary work,
i.e., on how people define “us™ and “them.” Whereas the literature opposes primordial—
essentialist and constructivist (or modern and postmodern) conceptions of identity, I position
myself in between: My research suggests that identity is constructed but bounded by the cul-
tural repertoires to which people have access and the structural context in which they live. My
work largely consists in analyzing the meaning-making process by which groups create bound-
aries between “‘us” and “them”; I demonstrate how the meanings given to boundaries vary
across class, race, nations, and so forth, depending on the cultural and structural contexts that
shape these groups’ lives. This focus on meaning-making in the drawing of boundaries across
groups leads to new empirical insights in comparative sociology and the sociology of inequal-
ity that eschew flattening out differences in definitions of status and in the criteria of evaluation
used across groups. It also leads to new theoretical insights by bringing to light a range of
questions that speaks to issues of cultural membership and commensuration processes.

The discussion will revolve around (1) identity and symbolic boundaries; (2) comparative
sociology and collective/national identity; (3) self, inequality, and resistance; and (4) bound-
aries and racism. I will conclude with a reflection on future research agendas.

An early version of this chapter was presented at the plenary session on “Cultural Identity” at the Conference ““The
Culture Society: A New Place for the Arts in the Twenty-first Century” organized by the International Sociological
Association Research Committee for the Sociology of the Arts, the Spanish Association for the Sociology of Culture
and the Arts, and the European Sociological Association Network of the Sociology of the Arts, July 6-8, 2000.

MicHELE LaMONT * Department of Sociology, Princeton University, Princeton, New Jersey 08540.

Handbook of Sociological Theory, edited by Jonathan H. Turner. Kluwer Academic/Plenum Publishers, New York,
2002.
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IDENTITY AND SYMBOLIC BOUNDARIES

Symbolic boundaries are the lines that define some people, groups, and things while
excluding others (Epstein, 1992, p. 232). These distinctions can be expressed through norma-
tive interdictions (taboos), cultural identities, attitudes and practices, and more generally
through patterns of likes and dislikes.! They play a central role in the definition of identity.
Indeed, Freud, Lacan, and other classical theorists of identity understand it as defined rela-
tionally, in opposition to other meanings, against which identities take on their own signifi-
cance. References to this relational process also are present in much of the contemporary
literature on identity in the social sciences and in cultural studies.2 While contemporary social
psychologists also understand the relational process as a universal tendency,? my own work is
concerned with analyzing how boundary work is accomplished and more specifically with
what kinds of typification systems or inferences concerning similarities and differences groups
mobilize to define who they are. This is one of the loci where cultural sociologists can make a
contribution to the literature on identity: by studying meaning-making processes and catego-
ries through which group boundaries are constructed and how they are shaped by available
cultural repertoires and the structural conditions in which people live.

My approach to the study of categorization has been largely inductive: Through in-depth
interviews, I have asked individuals to describe the types of people they feel are superior and
inferior to them, or similar and different, and how they define worthy people more generally.*
This inductive approach, which avoids imposing a priori definitions of identity onto my
subject,’ is supplemented by the use of survey data that allow me to identify patterns across
groups and to generalize, within limits, about group differences.

In my earlier book, Money, Morals, and Manners (Lamont, 1992), I was specifically
interested in analyzing how professionals and managers define worthy people and how they
use these criteria to draw class boundaries. This book documented the relative salience of
cultural, socioeconomic, and moral boundaries and the criteria used to draw these boundaries
across contexts (e.g., in France vs. the United States, in cultural centers vs. cultural periph-
eries, among social and cultural specialists vs. for-profit workers). It provided a grounded
critique of Bourdieu’s (1984) most influential book, Distinction, by examining the importance
of cultural boundaries relative to other types of boundaries and by questioning some of its
meta-theoretical assumptions.

IFor reviews of the social science literature on symbolic boundaries, see Lamont (forthcoming) and Molndr and
Lamont (forthcoming).

2For instance, sociologist Richard Jenkins (1996) views collective identity as constituted by a dialectic interplay of
processes of internal and external definition. On the one hand, individuals must be able to differentiate themselves
from others by drawing on criteria of community and a sense of shared belonging within their subgroup. On the other
hand, this internal identification process must be recognized by outsiders for an objectified collective identity to
emerge. On this relational dimension of identity, see Calhoun (1994), who offers an excellent comparison of identity
theory in sociology, poststructuralism, postmodernism, feminism, and literary criticism. From a cultural studies
perspective, see Grossberg (1996).

3Social psychologists working on group categorization have analyzed the segmentation between “us” and “them.”
Brewer’s (1986, p. 21) social identity theory suggests that ““pressures to evaluate ones’ own group positively through
in-group/out-group comparison lead social groups to attempt to differentiate themselves from each other.” This
process of differentiation aims ‘‘to maintain and achieve superiority over an out-group on some dimension” (Tajfel &
Turper, 1985, pp. 16~17).

“1 take for granted that this categorization process has a cognitive and an emotional dimension and that it is shaped by
past relations and their projection into the future. On this last dimension of the self, see Wiley (1994, p. 218).
Concerning emotional categorizing, see Berezin (1997, pp. 19-30) on ‘‘hierarchies of felt identity.”

SThis is where my work differs most from Bourdieu’s (1984). For a critique, see Lamont (1992, Chapter 7).
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The Dignity of Working Men (Lamont, 2000a) is more ambitious in scope in that it does
not focus on class alone: it explores how various criteria are used to draw symbolic boundaries
by French and American workers against different groups, particularly racial minorities and
immigrants, in addition to the poor and the wealthy. I compare the boundaries drawn by white
and black workers in the United States and those drawn by native whites and North African
immigrants in France.

The inductive approach allows for an empirical assessment of postmodern theories of
identity. My findings support the postmodernist view of identity as constructed, as opposed to
“primordial,” essential and fixed in time. In particular, I suggest that French and American
workers define who they are in opposition to different “others” —the straightforward workers
versus the snotty professionals, for instance. However, my findings also undermine common
postmodernist theoretical assumptions. Following Derrida, postmodernists/poststructuralists
often assert that the relational principle functions in an undifferentiated manner across set-
tings, and that identity is multiple, problematic, fluid, self-reflexive, “plural,” and “‘decen-
tered.”® Instead of asserting this principle and/or illustrating it with anecdotal evidence, I
systematically compare the different types of arguments that groups (e.g., white and black
workers in the United States) use to define self and ““other.” Also, instead of positing that this
process is open and fluid, I show that it is tied to the cultural resources workers have access to
and to the conditions in which they live. For instance, I show that French workers are less
likely than American workers to define themselves in opposition to the poor in part because
socialism, republicanism, and Catholicism put at their disposal a discourse on solidarity and
because institutional arrangements such as the quasi-absence of means-tested social benefits
makes it less likely that they emphasize the boundary between workers and the poor (Lamont,
2000a, p. 237). In other words, I establish empirically that some patterns of self-identification
and boundaries are more likely in one context than in another. This is not to deny the impor-
tance of individual agency or to flatten out intragroup differences and situational variations,
but to show that boundary work is framed by the differentially structured contexts in which
people live.

I should stress that my work on identity overlaps with poststructuralist and some post-
modern approaches in its emphasis that exclusion is intrinsic to the constitution of identity.
However, whereas authors as diverse as Pierre Bourdieu (1984), Judith Butler (1990), Stuart
Hall (Hall & Du Gay, 1996) and Ermesto Laclau and Chantal Mouffe (1984) posit that
identification always proceeds through exclusion, Money, Morals and Manners (Lamont,
1992) takes into consideration the strength of boundaries. For instance, this book compares the
degree of boundedness of French and American upper-middle-class cultures, showing that
classification systems mobilized by French professionals and managers are more tightly
bounded and less permeable than those of their tolerant American counterparts (Lamont, 1992,
Chapter 4).7 Hence, I consider empirical variations in degree of exclusion that postmodern
theories ignore and I propose analytical devices to make sense of them. Similarly, in The
Dignity of Working Men (Lamont, 2000a), I consider the bridging of boundaries (e.g., the
discursive inclusion of the poor and blacks among ‘““‘people like us” in France) as well as
exclusion, instead of positing that boundary work is everywhere and always ““at work.” I show

*Drawing on Rorty’s antifoundational pragmatism and on Derrida’s understanding of signification as unstable and
shifting, postmodern cultural studies is concerned with the fixity/fluidity of dimensions of identity and the extent to
which they presume foundational artifice that allows dominant groups to make universal statements (Lash, 1990,
p. 14).

7Along these lines, see also Peterson and Kern (1996), Bryson (1996), and Barnett and Allen (2000).
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the importance of looking at the definition of identity in connection with both the bridging and
creation of boundaries, and with institutionalized definitions of social membership.

To state the obvious, I should also add that my approach to identity also contradicts the
basic premises of rational action theory (RAT). While RAT in principle recognizes the
importance of culture by positing the centrality of individual orientations, it also ignores it by
assuming the principle of rational pursuit of goals. In contrast, my work demonstrates the
multiplicity of cultural orientations across groups and considers rational action to be a distinct
narrative privileged by specific groups. Giving rational action an a priori privileged status as a
normative orientation would flatten out the cultural diversity revealed by my interviews, and
thus proves to be theoretically unproductive, at very least for the kinds of questions that I am
pursuing (Lamont, 1992, Chapter 7).

Other sociologists and anthropologists have been interested in analyzing boundary work
by looking at self-definitions of ordinary people, while paying particular attention to the
salience of racial and class groups in boundary work.8 Just to take a few examples, Newman
(1999) analyzes how poor fast-food workers define themselves in opposition to the unem-
ployed poor. Lichterman (1999) explores how volunteers define their bonds and boundaries of
solidarity by examining how they articulate their identity in relation to various groups. He
argues that these mappings translate into different kinds of group responsibility, in ““constrain-
ing and enabling what members can say and do together” (p. 7). Binder (1999) analyzes
boundaries that proponents of Afrocentrism and multiculturalism build in relation to one
another in conflict within the educational system. Becker (1999) studies how religious commu-
nities build boundaries between themselves and ““the public.” Finally, Gamson (1992) shows
that identity, and especially “us” and “‘them” oppositions, serves as a source of mobilization
and shapes the injustice frames that people use in defining their position on various political
issues. While my work shares much with these studies,? it also has a systematic comparative
dimension that distinguishes it from other contributions, which I now describe.

COMPARATIVE SOCIOLOGY AND
COLLECTIVE/NATIONAL IDENTITY

The Dignity of Working Men (Lamont, 2000a) offers a multifaceted theory of status that
centers on the relationship between various standards of evaluation of the self—for instance,
morality and socioeconomic status—within national repertoires. It also shows that racial and
class divides are articulated differently across national contexts and that specific groups attach
different meanings to the various attributes they use to define their own positioning and that of
others in a hierarchy of worth, instead of positing a consensus about who is “up”” and “down”
and of flattening cultural differences in evaluation of status (Lamont, 2000a, p. 116). Thus, the
study provides a comparative sociology of group boundaries and of ordinary models of
definition of community while offering a dynamic and complex picture the fundamental
aspects of inequality. The long-term theoretical stake is to develop a more sophisticated
understanding of processes by which cultural membership is defined and equivalencies are
established between different categories of people, in line with recent studies of commensura-
tion processes (Espeland & Stevens, 1998; Boltanski & Thévenot, 1991).

8See in particular the activities of the members of the symbolic boundaries network of the culture section of the
American Sociological Association.

9In contrast to this literature, recent studies in cognitive sociology (e.g., Zerubavel, 1997) tends to focus on
classification systems and are not concerned with group boundaries and inequality.
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This section briefly sketches what this comparative sociology of group boundaries looks
like in the case of French and American workers, how it leads to an analysis of national
boundary patterns (as part of processes of definition of national identity), and how my
explanation for these patterns differs from traditional culturalist explanations by focusing on
the different cultural repertoires available across contexts. It also suggests that a focus on
“cultural structures” offers a way out of the unproductive culture—structure dichotomy in
comparative sociology and elsewhere.

Drawing on 150 in-depth interviews, The Dignity of Working Men (Lamont, 2000a)
shows that in the United States white workers draw strong boundaries against blacks and
the poor on the basis of specific moral criteria having to do with work ethic and self-reliance.
Most are indifferent toward immigrants, or they are accepting of them if they perceive them
to be in the pursuit of the American dream. In France, by contrast, white workers define the
poor and blacks as “part of us,” using the widely available discourse of class solidarity. They
accept these groups but reject North African immigrants, who, they say, lack civility, violate
the principles of republicanism, and are culturally incompatible with the French. Yet, amid
laments concerning the decline of working class culture in France, French workers continue to
draw on the language of class struggle to define their relationship with the upper half, whom
they view as exploitative and dehumanizing. Even more than American workers, they adopt
alternative definitions of success centered on personal integrity and the quality of their
interpersonal relationships to locate themselves above or next to “people above.” This permits
them to guard their own self-worth and dignity, even though most of the men 1 talked to fare
poorly on traditional measures of success.

This study reveals that group boundaries are organized very differently across two na-
tional contexts, and that ordinary definitions of cultural membership-—of what makes a worthy
person—uvary as well. These definitions imply distinct views about collective identity: how
“us” is different from “them.” They also imply different types of imagined communities and
distinct definitions of national identity (Anderson, 1983/1991). For instance, while compared to
American workers, French workers downplay material success in their definitions of worth;
they also draw boundaries against Americans for their materialism, defining what they view as
France’s distinctiveness and sacred values (e.g., solidarity) against Americans’ perceived
cold-bloodedness. !0 In the context of accelerated globalization, it will be important to assess
whether such national boundary work is being replaced by a cosmopolitan logic that down-
plays the place of the nation in definitions of collective identity and in new forms of collective
memory.!! The Dignity of Working Men (Lamont, 2000a) suggests that patterns of boundary
work remain localized and highly differentiated across national groups (Lamont, 2000b).

The explanatory framework I deploy to account for national patterns of boundary work
can be contrasted with the standard framework used to study national cultural differences—
the “modal personality”” and “national character” frameworks—which stress psychological
traits shared by all members of a society (Crozier, 1964; Inkeles, 1979).12 Whereas this
approach accounts for cultural orientations by childhood socialization, as indicated above, 1
account for French and American patterns of boundaries toward blacks, immigrants, the upper
half, and the poor by available cultural repertoires (such as a prominent discourse on soli-
darity) and structural conditions in which workers live (such as the availability of welfare

0L amont (1995) dubbed this process “national boundary work.” See Saguy (forthcoming) for another analysis of the
place of boundary work in the construction of national identity.

10n the conflict between nationally based models and cosmopolitan ones, see Beck (2000).

12For a critique, see Lamont (1992, Chapter 5).
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benefits). I understand these patterns of boundary work not as essentialized individual or
national characteristics, but as cultural structures, that is, institutionalized cultural repertoires
or publicly available categorization systems.!® This framework can explain intranational
variance that is ignored by culturalist approaches. Indeed, it accounts for patterns of bound-
aries across groups within a nation, as well as for patterns across nations; for instance, African
Americans draw weaker boundaries toward the poor than white Americans in part because
their experience with racism makes them more likely to dissociate moral worth from socio-
economic success (Lamont, 2000a, p. 144). Also, the mainstream black religious tradition
historically has made available to blacks a ready-made discourse about the need for collective
solidarity that is less readily available to whites (Lamont, 2000a, p. 50). Finally, unlike
culturalist approaches, this framework takes into consideration, and can account for, cross-
national similarities, such as the weak boundaries that white French workers and African-
American workers draw toward the poor.!4

Rethinking Comparative Cultural Sociology (Lamont & Thévenot, 2000) complements
The Dignity of Working Men (Lamont, 2000a) in that it provides a comparison of the salience
of criteria of evaluation in France and the United States. Here again, the focus is on relatively
stable schemas of evaluation that are used in varying proportions across contexts.!> The
analysis draws on eight case studies conducted by 11 French and American researchers who
have worked together over a period of 4 years toward developing systematic comparisons. !
Together, these case studies reveal that each nation makes more readily available to its
members specific sets of tools which means that members of different national communities
are not equally likely to draw on the same cultural tools to construct and assess the world that
surrounds them. Hence, like The Dignity of Working Men (Lamont, 2000a), these case studies
show that elements of repertoires are present across geographic units such as nations or
regions, but in varying proportions. For instance, the cultural repertoires prevailing in the
United States make market references more readily available to Americans and enable them to
resort to such references in a wider range of situations (e.g., the assessment of literary and
artistic value, the critique of sexual harassment, the meaning of voluntary activities, and so
forth). In contrast, the French repertoires make principles of solidarity more salient and enable
a larger number of French people to resort to them across situations and often precisely in

130n cultural structures and institutionalized cultural repertoires, see Sewell (1992), Wuthnow (1987), Dobbin (1994),
and Jepperson (1991).

4Because cultural repertoires, like structural conditions, change, the patterns of boundaries that I have documented
should be regarded as historically contingent. A dramatic increase in the number of blacks in France could lead to a
strengthening of antiblack boundaries, especially if combined with other structural and cultural changes (for
instance, a sharp decline of the left and a greater availability of neoliberal ideas that would make solidarity less
salient).

5They are also defined as “cultural environment(s) and the material contained therein ... the socially constructed,
readily available cultural materials of a society-—the archetypes, the myths, the epigrams and adages, the morals, the
means—end chains, the evaluation criteria, the categorization schemas, all of the materials of shared “tool-kits*
(Corse, 1997, p. 156).

16The cases bear on how French and American workers assess racial inequality; how French and American activists
and intellectuals appraise what constitutes sexual harassment; how identity politics shape what is valued in literary
studies in French and American academia; how publishers in Paris and New York understand the market and literary
value of books; what kind of rhetoric the French and American publics use to evaluate contemporary art; how
journalists (including Communists in France and the Religious Right in the United States) evaluate the legitimate
boundary between personal commitments and professional roles; how participants in environmental conflicts in
California and the South of France define their positions and evaluate those of others; and how French and American
Rotary Club members understand their voluntary activity in terms of particular professional self-interest and
universal humanitarian purposes.
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situations in which Americans would resort to market principles (in the elaboration of an anti-
racist discourse, the defense of the environment, etc.). However, this does not mean that
market criteria of evaluation are absent from the French repertoires, but only that they are used
in a small number of situations by a smaller number of people (Lamont, 1992, Chapter 3).

This cultural refocusing is a significant contribution to comparative sociology. Indeed,
despite important changes, as is the case in comparative historical sociology, this field tends to
privilege macroeconomic, political, and institutional differences. Despite the influential writ-
ings of Pierre Bourdieu, Michel Foucault, and others, in some quarters cultural *“‘factors”
continue to be thought of as ““‘superstructural” (i.e., relatively insignificant) and cultural expla-
nations as inherently conservative (for their idealism or because they allegedly involve “blam-
ing the victim”).!7 This is at odds with developments in cultural sociology and other fields
where the unproductive dichotomy between “‘culture” and “structure” is being displaced by a
new focus on “cultural structures” (Sewell, 1992) to stress both how resources are meaning-
laden and how taken-for-granted definitions of reality act as structures.!® Conceptual tools
such as ‘“‘cultural repertoires” make it possible to move beyond the psychologism, naturalism,
and essentialism that characterized much of the comparative cultural analysis of the 1960s.1°

SELF, INEQUALITY, AND RESISTANCE

The intersection between culture and inequality has been one of the fastest growing
subfields of cultural sociology over the last 15 years. Pierre Bourdieu (1984) and his collabora-
tors (e.g., Bourdieu & Passeron, 1970/1977) have given the impetus to sociologists as diverse
as Bryson (1996), DiMaggio (1987), Erikson (1996), Hall (1992), Halle (1993), and Peterson
and Kern (1996), who have followed with significant theoretical and substantive develop-
ments. Most recently, important work has focused on the ways in which inequality shapes the
self. For instance, Newman (1999) reveals in poignant terms how the working poor construct
selves that go beyond the limits of their immediate environment while hanging on to minimum
wage jobs. Waller (1999) analyzes how unmarried poor men understand their role as fathers
and the emotional and material contributions they make to the lives of their children. Lareau
(2000) shows important differences in childhood socialization across social classes, with
upper-middle-class parents being involved in “concerted cultivation” of the self, whereas
working-class people encourage “natural growth.” Kefelas (forthcoming) analyzes how white
working-class people define and defend their selves in what they perceive to be an imperiled
world, through the care with which they keep their home clean, cultivate their gardens,
maintain their property, defend the neighborhoods, and celebrate the nation. Like The Dignity

"Rueschemeyer (1999) describes some of these perspectives in his work in progress.

18Worldviews structure people’s lives to the extent that they limit and facilitate their action. In Durkheim’s words, ““the
power attached to sacred things conducts men with the same degree of necessity as physical force.” (1911/1965, p.
260).

9Other recent research that refocuses on the cultural dimensions of comparative sociology, using conceptual tools
recently developed by cultural sociologists, include Corse (1997) on the American and Canadian national identity
and their literary canons, Spillman (1997) on the celebration of bicentennials in Australia and the United States
(which shows that national identity creation is a continuous process that requires elaboration and reinforcement, but
also loss and innovation in national representations), Griswold (2000) on the worlds of the Nigerian novel in
England and Nigeria, and Saguy (forthcoming) on the meanings of sexual harassment in France and the United
States. This new literature complements the very influential phenomenological comparative research on the
rationalization of the world system carried by John Meyer, John Boli, Francisco Ramirez, David Strang, and others
(e.g., Meyer & Jepperson, 2000).
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of Working Men (Lamont, 2000a) these four studies demonstrate how meaning making,
particularly at the level of the self, is an essential dimension of inequality and hint at a vast
research area that remains unexplored. Together, they illustrate that the structural analysis of
inequality, which largely defines the field of stratification, needs to be complemented by
systematic empirically based research centering on the cultural dimensions of inequality. The
latter should examine questions such as: (1) how inequality shapes the self (either today or
historically, a la Elias (1982)); (2) how cultural practices are segmented across groups; (3) how
various groups perceive racial, class, and gender differences; and (4) what is the impact of the
media and various cultural institutions in shaping these group representations. Some of these
topics already have been the object of several studies while others remain largely neglected.
My book in progress, Culture and Inequality (Lamont, in progress) will provide an integrated
framework for understanding these questions and a synthesis of available knowledge.

With the explosive growth of cultural studies since the 1970s, considerable attention has
also been given to the study of cultural domination and of resistance among subaltern groups.
These also are topics to which The Dignity of Working Men (Lamont, 2000a) contributes by
focusing on group differences in standards of evaluation and on how these shape subjective
group boundaries. For instance, it shows that white American workers emphasize moral
standards related to “‘the disciplined self” (e.g., work ethic, perseverance, self-reliance) to
distinguish between “people like us” and others: they distance themselves from the upper
half, who lack integrity and straightforwardness, and from blacks and *“people below,” who
are lazy and hold immoral values. Similarly, the moral standards privileged by African
Americans, who emphasize “‘the caring self,” overlap with the criteria they use to evaluate all
whites, who are domineering and lack human compassion, and the white upper half in
particular, who are exploitative and lack solidarity. Moreover, although each group takes their
moral values to be universal, each privileges very different aspects of morality, with regard to
which they judge the other group to be deficient. Both groups draw strong boundaries toward
the other, but on the basis of very different criteria, with whites being better able to institu-
tionalize their own criteria (“the disciplined self””) as hegemonic (Lamont, 1997).20 This
illustrates how a focus on the content of moral criteria enriches the understanding of the
process of constitution of strong symbolic intergroup boundaries.

To turn to the issue of resistance, I find that both in France and the United States workers
put themselves above the “upper half” because they perceive themselves to be more moral
and to have more personal integrity. Whereas most analysts view the development of alterna-
tive codes of honor and the rejection of mainstream norms of resistance as an explicit goal
and act of resistance (e.g., Willis, 1977), my study suggests that resistance is often the
unintended consequence of workers’ search for respect and alternative spheres of worth; by
defending their dignity, they defend distinct criteria of evaluation that allow them to locate
themselves above the dominant group.

Social psychologists have shown that groups that are in positions of dependency or
limited access to power often value morality and/or collective over individualistic aspects of
morality. This is the case not only of blacks as compared with whites, but also of workers as
compared with professionals and of women as compared with men (see Lamont, 2000a, p.
246). This may point toward a more general theory of boundary work among groups in

20The “struggle for recognition” is a central theme in the literature on identity. The term refers to collective public
struggles for legitimacy that calls upon other people or groups to respond (Calhoun, 1994, p. 20). My work speaks to
this topic to the extent that the groups I study promote criteria that allow them to locate themselves above others (see
also Bourdieu, 1984). However, my focus is on everyday narratives about identity and self-understandings, as
opposed to identity struggles enacted in social or political movements.



CULTURE AND IDENTITY 179

subordinated positions.>! However, instead of understanding the relationship between moral-
ity, self-worth, and hierarchical position in terms of the universal disposition of all low-status
individuals, as social psychologists tend to do, I stress the relationship between these agents’
emphasis on morality and the context in which they live. I explore how conceptions of self-
worth are shaped by the broader context of political and social relationships and by institu-
tionalized definitions of cultural membership that people have access to, a topic rarely visited
by social psychologists working on the self and identity.?? T also historicize patterns of inclu-
sion and exclusion by analyzing how these conceptions of morality are shaped by changing
political traditions (such as the ideology of republicanism in France, which is central to the
inclusion of the poor and blacks among “people like us”).

A last point concerning the place of class identity in contemporary societies: Postmodern
writings have asserted the declining significance of class as a basis of identity (Pakulski &
Waters, 1996).23 In contrast, my research suggests that it remains an important basis for
collective identity among workers: The Dignity of Working Men (Lamont, 2000a) shows that
many workers define who they are in opposition to hierarchically defined groups (“‘people
above” and ‘“‘people below” broadly defined) and that they identify with people who share
similar living conditions (*‘nothing is easy for people like us’’) and similar cultural definitions
of “who we are not.” In fact, like the professionals and managers analyzed in Money, Morals,
and Manners (Lamont, 1992), these working men use a rhetoric of class to talk about differ-
ences between “our kind of people” and others. Their definitions of social membership are
one of the cultural roots of inequality because, like racial identity, class identity is expressed
and tied to the criteria that workers use to evaluate others. The study thus confirms that we
should study class consciousness by focusing not only on taste, on explicit class conflict, or on
positions in the system of production.2* We also need to look at workers’ sense of worth and
more broadly at their social identification and group categorization as workers. Hence, the
greater radicalism of French workers, as opposed to American workers, is best understood in
the context of their wider moral worldview, which stresses solidarity and which plays an
important role in making this radicalism possible. As Grusky and Sorensen (1998) imply, if
the concept of class is to be salvaged, through occupational location, for instance, it will be
because sociologists pay heed to the identity and lifestyle dimensions of inequality, as well as
to its structural dimensions.

BOUNDARIES AND RACISM

The concept of boundary is central in the study of race and ethnicity. Indeed, the
relational process involved in the definition of collective identity (“‘us” vs. “them”) often has
been emphasized in the literature on these topics. The work of Barth (1969) and Horowitz
(1985), for instance, concerns objective group boundaries and self-ascription and how feelings
of communality are defined in opposition to the perceived identity of other racial and ethnic
groups. More recently, Bobo and Hutchings (1996) analyzed racism as resulting from threats
to group positioning. They follow Blumer (1958), who advocates

2lAlong these lines, Bobo (1991, p. 80) finds that individuals who tend to emphasize social responsibility over
individualism in survey tend to be individuals with low-status characteristics, namely, blacks and low-income and
-education whites.

22For a review of social psychological approaches to the self and identity, see Gecas and Burke (1995).

Z3For a critique of the postmodern stance on this issue, see Wright (1996).

2This confirms the findings of Halle (1984, p. 219).
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shift{ling] study and analysis from a preoccupation with feelings as lodged in individuals to a
concern with the relationships of racial groups ... [and with] the collective process by which a
racial group comes to define and redefine another racial group. (p. 3) (see also Hechter, 1975)

Racial boundaries are also a central concern in The Dignity of Working Men (Lamont,
2000a). My goal in this book was to explore uncharted territory in the area of racism and racial
differences by focusing on boundaries and meaning making, again bringing together cultural
sociology and the study of inequality. Whereas studies of racism tend to focus on racism per se
(e.g., Feagin & Vera, 1995; Wellman, 1993), 1 believe that we need to gain purchase on the
broad cultural frameworks that facilitate it and on those used to respond to it. Hence, The
Dignity of Working Men (Lamont, 2000a) contributes to the sociology of racism by analyzing
it in the context of individuals’ broad moral worldviews and bringing to light their inner logic
through comparative lenses. For instance, the study shows that the concern white workers have
for providing for their families helps us understand the centrality of self-reliance in the
boundaries they draw against blacks. It also documents inductively which norms the majority
group perceives the minority group to violate (e.g., traditional morality, but not straightfor-
wardness), and thus, complements the literature on symbolic racism, which posits that the
majority group rejects blacks because they are viewed as not respecting ideal American values
such as individualism.

The Dignity of Working Men (Lamont, 2000a) also bring together cultural sociology and
the study of racial boundaries by analyzing how ordinary white Americans and French men
think about the issue of racial equality, i.e., about what makes people equal or commensurate.
Interviews reveal that whites American workers offer less evidence of racial equality than of
their equality with “people above,” focusing, for instance, on the fact that money makes
people equal. In contrast, African Americans point to a wider range of evidence to demonstrate
racial equality, including the color of blood, our common human destiny, our common origin
as children of God, and so forth. Moreover, the most popular forms of antiracist discourse
found in academia, which center on multiculturalism and cultural relativism, find little
resonance among the black and white American working men I talked to. Instead, these groups
more often ground their understanding of racial equality in their everyday experience, epito-
mized by the notion that there are good and bad people in all races. Finally, the study analyzes
how ordinary blacks represent whites and understand racial differences: blacks challenge
dominant white representations of blacks as morally lacking when they emphasize their own
greater generosity and caring. Hence, the research informs our understanding of the cultural
frameworks through which minority and majority groups alike understand restricted and open
definitions of cultural membership.

Several studies assembled in The Cultural Territories of Race (Lamont, 1999) also
analyze the subjective experience of race and on racial and ethnic identity construction. For
instance, Waters (1999a) examines the repertoires of cultures and identity that West Indian
immigrants bring to the United States as well as their strategies of self-presentation and the
ethnic and racial boundaries they find most salient (p. 12). The goal is to move beyond the
simple “politicized dichotomies of structure and culture” (Waters, 1999b) that characterized
as much the “culture of poverty” debate as traditional Marxist and network-analytic frame-
works. It is also to unveil meaning-making processes that are at work in all aspects of
immigration and race relations. Along similar lines, Alford Young, Jr.’s (1999) work on the
understandings of mobility and racial constraints developed by “‘rags-to-riches” young black
men dissects the “mental maps” and “models for” living [to use Geertz’s (1973, pp. 93-94
and 220) expression] found in various corners of American society. These studies are often
informed by the analytic tools central to cultural sociologists, such as “repertoires of strategies
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of action,” “‘symbolic boundaries,” “‘cognitive classification,” and “scripts of personhood.”
They herald what cultural sociology has to contribute to the study of race, ethnicity, and
immigration: new analytical frames and concepts that can be used to identify neglected
questions and that have the potential to broaden these fields’ intellectual agendas.

Moving in another direction, drawing on Richard Jenkins (1996) who distinguishes
between group identification and social categorization as essential dimensions of racial
identity, Lamont and Molndar (2001) interviewed African-American marketing specialists to
understand how they shape the collective identity of blacks in the United States. More
specifically, we examined: (1) how African-American marketing specialists, considered as
cultural producers, understand the images of the “black consumer” they diffuse, thus provid-
ing African Americans with resources for defining their collective identities; (2) how these
marketing specialists provide blacks with models and recipes about how to achieve full social
membership, through consumption, for instance; (3) how they believe blacks use consumption
to signal aspiration to membership in symbolic communities (as citizens, middle-class people,
etc.); and (4) how they believe black consumers perform, affirm, and transform the social
meaning attributed to them.

CHALLENGES AND FUTURE QUESTIONS

Although the contributions described speak to a range of substantive issues, they never-
theless converge around the fundamental social processes involved in the construction of
commonalties and differences. The drawing and bridging of racial, national, and class bound-
aries and their relationship with definitions of identity and the self are at the center of my
research agenda and they revolve around whether and how individuals think of “us™ as
similar, equivalent, commensurate, or compatible with “them.” Perhaps the added value of
these contributions is to be found less in specific theoretical propositions than in their pointing
to ways of capturing old problems through different lenses, which I hope will have become
apparent to the reader.

Several new challenges emerge from this research agenda. First, we need a synthesis of
the various strands of work that speak to boundary issues across substantive areas. Second, we
need a better understanding of the relationship between subjective and objective boundaries.
Third, we need a better grasp of boundary work not connected to networks. Finally, we need
comparative studies of the drawing and bridging of boundaries and of the place of universal-
ism and particularism in these processes.

1. The concept of boundaries is playing an increasingly important role in a wide range of
literatures beyond those discussed above. For instance, in the study of nationalism, citizenship,
and immigration, scholars have used the idea to discuss criteria of membership and group
closure within imagined communities (Brubaker, 1992; Baubeck, 1992; Zolberg & Long,
1998). Gender and sexual boundaries also are coming under more intense scrutiny (e.g.,
Epstein, 1992; Gerson & Peiss, 1985; Stein, 1997). Because these literatures deal with the same
social process—boundary work—it may be appropriate at this point to begin moving toward a
general theory of boundaries which, for instance, would analyze similarities and differences
between boundaries drawn in various realms: moral, cultural, class, racial, ethnic, gender, and
national boundaries.?> This synthesis could be accomplished by focusing on a number of

25Tilly (1997) moves in this direction. He argues that dichotomous categories such as “male” and “female” (but also
“white” and “black”) are used by dominant groups to marginalize other groups and block their access to resources.
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formal features and characteristics of boundaries, such as their visibility, permeability, bound-
edness, fluidity, and rigidity. We may also want to compare embedded and transportable
boundaries, explicit and taken-for-granted boundaries, positive and negative boundaries, and
the relationship between representations of boundaries and context. Social scientists also
should think more seriously about how different types of boundaries (e.g., moral and aesthetic
boundaries) combine with one another across local and national contexts (Lamont &
Thévenot, 2000).

2. Students of objective boundaries have focused on topics such as the relative impor-
tance of educational endogamy versus racial endogamy among the college educated (Kalmijn,
1991), racial hiring and firing (Silver & Zwerling, 1992), the extent of residential racial
segregation (Massey & Denton, 1993), and the relative permeability of class boundaries
(Wright & Cho, 1992). T have argued that symbolic boundaries are a necessary but insufficient
condition for the creation of objective boundaries (Lamont, 1992, Chapter 7). More empirical
work is needed on the process by which the former transmutes into the latter. It also would be
important to produce a more detailed analysis of the ways in which institutional forces, history,
and material factors shape boundaries. We also need to analyze more closely the process of
institutionalization of symbolic boundaries, i.e., how workers come to take them for granted
and give them objective reality.

3. More work is needed on collective definitions of cultural membership as locus for
“identity work,” which does not require that individuals be connected through networks and
engage in face-to-face contacts (Cerulo, 1997). Such boundary work can operate either at the
level of bounded subcultures or at the level of widely shared cultural structures, of “‘hidden
codes that make individuals and groups predictable and dependable social actors™ (Melucci,
1996, p. 8) that exist beyond the enactment of specific interpersonal ties.26

4. More work is needed on the bridging of boundaries across groups. In particular, we
know very little about how individuals produce universalism and promote forms of cosmopol-
itanism in different settings: at work, in the public sphere, in neighborhoods, in kinship net-
works, and so forth. We need to study the extent to which professionals and workers consider it
natural to first help “their own kind” and how they reconcile meritocratic norms in the
workplace with clientelistic practices (Lamont, 2000c). While in recent years, political philos-
ophers have given considerable attention to questions of community boundaries, by discussing
tribalism (Barber, 1995), patriotism—cosmopolitanism (Nussbaum, 1994, 1996a,b), and
particularism—universalism (Walzer, 1997), much work needs to be done before we can
understand how ordinary citizens conceptualize these questions as well as widely shared,
institutionalized views on these crucial issues.

REFERENCES

Anderson, B. (1983/1991). Imagined communities: Reflections on the origin and spread of nationalism. London:
Verso.

Barber, B. (1995). Jihad vs. McWorld. New York: Ballantine.

Barnett, L. A., & Allen, M. P. (2000). Social class, cultural repertoires, and popular culture: The case of film.
Sociological Forum, 15, 145-164.

He points to various mechanisms by which this is accomplished, such as exploitation and opportunity hoarding. He
asserts that durable inequality most often results from cumulative, individual, and often unnoticed organizational
processes.

26For more network-bound approaches to identity, see Emirbayer and Goodwin (1994), Somers and Gibson (1994),
Tilly (1997), and White (1992).



CULTURE AND IDENTITY 183

Barth, F. (1969). Introduction. In F. Barth (Ed.), Ethnic groups and boundaries: The social organization of culture
difference (pp. 9-38). London: George Allen and Unwin.

Baubeck, R. (1992). Immigration and the boundaries of citizenship. Coventry: Monograph in Ethnic Relations No. 4,
Center for Research in Ethnic Relations, University of Warwick.

Beck, U. (2000). The cosmopolitan perspective: Sociology of the second age of modernity. British Journal of
Sociology, 51, 79-106.

Becker, P. (1999). Congregations in conflict: Cultural models of local religious life. New York: Cambridge University
Press.

Berezin, M. (1997). Making the fascist self: The political culture of inter-war Italy. Ithaca, NY: Cornell University Press.

Binder, A. (1999). Friend and foe: Boundary work and collective identity in the Afrocentric and multicultural
curriculum movements in American public education. In M. Lamont (Ed.), The Cultural territories of race:
Black and white boundaries (pp. 221-248). Chicago: University of Chicago Press and New York: Russell Sage
Foundation.

Blumer, H. (1958). Race prejudice as a sense of group position. Pacific Sociological Review, I, 3-7.

Bobo, L. (1991). Social responsibility, individualism, and redistributive policies. Sociological Forum, 6, 71-92.

Bobo, L., & Hutchings V. L. (1996). Perceptions of racial group competition: Extending Blumer’s theory of group
position to a multiracial social context. American Sociological Review, 61, 951-972.

Boltanski, L., & Thévenot, L. (1991). De la justification. Les économies de la grandeur. Paris: Gallimard.

Bourdieu, P. (1984). Distinction: A social critique of the judgment of taste. Cambridge, MA: Harvard University Press.

Bourdieu, P., & Passeron, I.-C. (1970/1977). Reproduction in education, society, and culture. Beverly Hills: Sage.

Brewer, M. B. (1986). The role of ethnocentrism in intergroup conflict. In S. Worchel & W. G. Austin (Eds.),
Psychology of intergroup relations (pp. 88-102). Chicago: Nelson-Hall Publishers.

Brubaker, R. (1992). Citizenship and nationhood in France and Germany. Cambridge, MA: Harvard University Press.

Bryson, B. (1996). “Anything but heavy metal”: Symbolic exclusion and musical dislikes. American Sociological
Review, 61, 884—899.

Butler, J. (1990). Gender trouble. London: Routledge.

Calhoun, C. (1994). Social theory and the politics of identity. In C. Calhoun (Ed.), Social theory and the politics of
identity (pp. 9-36). New York: Blackwell.

Cerulo, K. A. (1997). Identity construction: New issues, new direction. Annual Review of Sociology, 23, 385-409.

Cornell, S., & Hartman, D. (1997). Ethnicity and race. Making identity in a changing world. Thousand Oaks, CA: Pine
Fore Press.

Corse, S. (1997). Nationalism and literature: The politics of culture in Canada and the United States. Cambridge:
Cambridge University Press.

Crozier, M. (1964). The bureaucratic phenomenon. Chicago: University of Chicago Press.

DiMaggio, P. (1987). Classification in art. American Sociological Review, 52, 440-455.

Dobbin, E. (1994). Cultural models of organization: The social construction of rational organizing principles. In D.
Crane (Ed.), The sociology of culture: Emerging theoretical perspectives (pp. 117-142). New York: Blackwell.

Durkheim, E. (1911/1965). The elementary forms of religious life. New York: Free Press.

Elias, N. (1982). The civilizing process. New York: Blackwell.

Emirbayer, M., & Goodwin, J. (1994). Network analysis, culture, and the problem of agency. American Journal of
Sociology, 99, 1411-1454,

Epstein, C. F. (1992). Tinker-bells and pinups: The construction and reconstruction of gender boundaries at work. In
M. Lamont & M. Fournier (Eds.), Cultivating differences: Symbolic boundaries and the making of inequality (pp.
232-256). Chicago: University of Chicago Press.

Erickson, B. (1996). Culture, class, and connections. American Journal of Sociology, 102, 217-251.

Espeland, W. N., & Stevens, M. L. (1998). Commensuration as a social process. Annual Review of Sociology, 24,
313-343.

Feagin, J. R., & Vera, H. (1995). White racism: The basics. New York: Routledge.

Gamson, W. (1992). Talking politics. New York: Cambridge University Press.

Gecas, V., & Burke, P. J. (1995). Self and identity. In K. S. Cook, G. A. Fine, and J. S. House (Eds.), Sociological
perspectives on social psychology (pp. 41-67). Boston: Allyn and Bacon.

Geertz, C. (1973). The interpretation of culture. New York: Basic Books.

Gerson, J. M., & Peiss, K. (1985). Boundaries, negotiation, consciousness: Reconceptualizing gender relations. Social
Problems, 32, 317-331.

Griswold, W. (2000). Bearing witness: Writers, readers and the novel in Nigeria. Princeton: Princeton University
Press.

Grossberg, L. (1996). Identity and cultural studies: Is that all there is? In S. Hall & P. Du Gay (Eds.), Questions of
cultural identity (pp. 87-107). Thousand Oaks: Sage.



184 MICHELE LAMONT

Grusky, D. B., & Sorensen, J. B. (1998). Can class analysis be salvaged? American Journal of Sociology, 103, 1187—
1234.

Hall, J.R. (1992). The capital(s) of cultures: A nonholistic approach to status situations, class, gender, and ethnicity. In
M. Lamont & M. Fournier (Eds.), Cultivating differences: Symbolic boundaries and the making of inequality (pp.
257-288). Chicago: University of Chicago Press.

Hall, S., & Du Gay, P. (Eds.). (1996). Questions of cultural identity. London: Sage.

Halle, D. (1984). America’s working man: Work, home and politics among blue-collar property owners. Chicago:
University of Chicago Press.

Halle, D. (1993). Inside culture. Art and class in the American home. Chicago: University of Chicago Press.

Hechter, M. (1975). Internal colonialism: The Celtic fringe in British national development, 1536—-1966. Berkeley:
University of California Press.

Horowitz, D. L. (1985). Ethnic groups in conflict. Berkeley: University of California Press.

Inkeles, A. (1979). Continuity and change in the American national character. In S. M. Lipset (Ed.), The third century:
America as a post-industrial society (pp. 390-453). Stanford, CA: Stanford University Press.

Jenkins, R. (1996). Social identity. London: Routledge.

Jepperson, R. (1991). Institutions, institutional effects, and institutionalism. In W. W. Powell & P. J. DiMaggio (Eds.),
The new institutionalism in organizational analysis (pp. 143-163). Chicago: University of Chicago Press.

Kalmijn, M. (1991). Status homogamy in the United States. American Journal of Sociology, 97, 496-523.

Kefalas, M. (forthcoming). The last garden: Culture and place in a white working class Chicago neighborhood.
Berkeley: University of California Press.

Laclau, E. (1994). The making of political identities. London: Verso.

Laclau, E., & Mouffe, C. (1984). Hegemony and socialist strategy. London: Verso.

Lamont, M. (1992). Money, morals, and manners: The culture of the French and American upper-middle class.
Chicago: University of Chicago Press.

Lamont, M. (1995). National identity and national boundary patterns in France and the United States. French His-
torical Studies, 19, 349-365.

Lamont, M. (1997). The meaning of class and race: French and American workers discuss differences. In J. Hall (Ed.),
Reworking class (pp. 193-220). Ithaca, NY: Cornell University Press.

Lamont, M. (Ed.). (1999). The cultural territories of race: Black and white boundaries. Chicago: University of
Chicago Press and New York: Russell Sage Foundation.

Lamont, M. (2000a). The dignity of working men: Morality and the boundaries of race, class, and immigration.
Cambridge, MA: Harvard University Press and New York: Russell Sage Foundation.

Lamont, M. (2000b). Defining cultural membership: Enduring national models among French and American workers.
Paper presented at the interdisciplinary workshop on “‘Re-Mapping Europe: Territories, Membership, and
Identity in a Supra-National Age.” Center for European Studies, New York University, April 7.

Lamont, M. (2000c). Ordinary cosmopolitanisms: Strategies for bridging boundaries among non-college educated
workers. Working paper WPTC-2K-03, Transnational Communities Programme, Oxford University.

Lamont, M. (forthcoming). Symbolic boundaries. In N. J. Smelser & P. B. Baltes (Eds.), International encyclopedia of
the social and behavioral sciences. London: Pergamon Press.

Lamont, M. (in progress). Culture and inequality. New York: W. W. Norton.

Lamont, M., & Molndr, V. (2001). How blacks use consumption to shape their collective identity: Evidence from
marketing specialists. Journal of Consumer Culture, 1, 31-45.

Lamont, M., & Thévenot, L. (Eds.). (2000). Rethinking comparative cultural sociology: Repertoires of evaluation in
France and the United States. New York: Cambridge University Press and Paris: Presses de la Maison des
Sciences de I’Homme.

Lareau, A. (2000). Contours of childhood: Social class differences in children’s daily lives. Working Paper, Center for
Working Families, University of California, Berkeley.

Lash, S. (1990). Sociology of postmodernism. London: Routledge.

Lichterman, P. (1999). Civic culture meets welfare reform: Religious volunteers reaching out. Paper presented at the
Annual Meetings of the American Sociological Association, Chicago, August.

Massey, D., & Denton, N. A. (1993). American apartheid: Segregation and the making of the underclass. Cambridge:
Cambridge University Press.

Melluci, A. (1996). Challenging codes: Collective action in the information age. Cambridge: Cambridge University
Press.

Meyer, J. W., & Jepperson, R. J. (2000). The ““actors” of modern society: The cultural construction of social agency.
Sociological Theory, 18, 100-120.

Molnér, V., & Lamont, M, (forthcoming). The study of boundaries in the social sciences. Annual Review of Sociology.



CULTURE AND IDENTITY 185

Newman, K. (1999). No shame in my game. The working poor in the inner city. New York: Knopf and New York:
Russell Sage Foundation.

Nussbaum, M. (1996). For love of country. Boston: Beacon Press.

Nussbaum, M. (1996). Patriotism and cosmopolitanism. In J. Cohen (Ed.), For love of country. Debating the limits of
patriotism (pp. 2—20). Boston: Beacon Press.

Pakulski, J., & Waters, M. (1996). The reshaping and dissolution of social class in advanced society. Theory and
Society, 25, 667-691.

Peterson R. A., & Kern, R. (1996). Changing highbrow taste: From snob to omnivore. American Sociological Review,
61, 900-907.

Rueschemeyer, D. (1999). Reflections on cultural explanation in macrosociology. Paper presented in the Department
of Sociology, University of California at Los Angeles.

Saguy, A. (forthcoming). Defining sexual harassment in France and the United States. Berkeley: University of
California Press.

Sewell, W. H., Jr. (1992). A theory of structure: Duality, agency, and transformation. American Journal of Sociology,
98, 1-29.

Silver, H., & Zwerling, C. (1992). Race and job dismissals in a federal bureaucracy. American Sociological Review,
57, 651-660.

Somers, M. R., & Gibson, G. D. (1994). Reclaiming the epistemological “other”’: Narrative and the social constitution
of identity. In C. Calhoun (Ed.), Social theory and the politics of identity (pp. 37-99). Cambridge, MA:
Blackwell Publishers.

Spillman, L. (1997). Nation and commemoration. Creating national identities in the United States and Australia.
Cambridge: Cambridge University Press.

Stein, A. (1997). Sex and sensibility: Stories of a lesbian generation. Berkeley: University of California Press.

Tajfel, H., & Turner, J. C. (1985). The social identity theory of intergroup behavior. In S. Worchel & W. G. Austin
(Eds.), Psychology of intergroup relations (pp. 7-24). Chicago: Nelson-Hall.

Tilly, C. (1997). Durable inequality. Cambridge: Harvard University Press.

Waller, M. (1999). Meanings and motive in new family stories: The separation of reproduction and marriage among
low-income black and white parents. In M. Lamont (Ed.), The cultural territories of race: Black and white
boundaries (pp. 182-220). Chicago: University of Chicago Press and New York: Russell Sage Foundation.

Walzer, M. (1997). On toleration. New Haven, CT: Yale University Press.

Waters, M. C. (1999a). Explaining the comfort factor: West Indian immigrants confront American race relations. In M.
Lamont (Ed.), The cultural territories of race: Black and white boundaries (pp. 63—97). Chicago: University of
Chicago Press and New York: Russell Sage Foundation.

Waters, M. C. (1999b). Black identities. West Indian immigrant dreams and American realities. New York: Russell
Sage Foundation and Cambridge, MA: Harvard University Press.

Wellman, D. (1993). Portraits of white racism, 2nd ed. New York: Cambridge University Press.

Wiley, N. (1994). The semiotic self. Chicago: University of Chicago Press.

White, H. (1992). Identity and control. A structural theory of social action. Princeton: Princeton University Press.

Willis, P. (1977). Learning to labour: How working class kids get working class jobs. New York: Columbia University
Press.

Wilson, J., & Musick, M. (1997). Who cares? Toward an integrated theory of volunteer work. American Sociological
Review, 62, 694-713.

Wright, E. O. (1996). The continuing relevance of class analysis. Comments. Theory and Society, 25, 693-716.

Wright, E. O., & Cho, D. (1992). The relative permeability of class boundaries to cross-class friendships: A compara-
tive study of the United States, Canada, Sweden, and Norway. American Sociological Review, 57, 85-102.

Wuthnow, R. (1987). Meaning and moral order: Explorations in cultural analysis. Berkeley: University of California
Press.

Young, A., Jr. (1999). Navigating race: Getting ahead in the lives of “‘rags to riches” young black men. In M. Lamont
(Ed.), The cultural territories of race: Black and white boundaries (pp. 30-62). Chicago: University of Chicago
Press and New York: Russell Sage Foundation.

Zerubavel, E. (1997). Social mindscapes: An invitation to cognitive sociology. Cambridge, MA: Harvard University
Press.

Zolberg, A. R., & Litt. L. Wong Long, (1990). Why Islam is like Spanish: Cultural incorporation in Europe and the
United States. Politics and Society, 27, 5-38.



CHAPTER 10

Alley Art
Can We ... See ... at Last, the End of Ontology?

JupitH R. BLAUu

Last year our village’s Downtown Council commissioned an artist, Michael Brown, to paint a
mural on the full wall of one of the buildings adjoining a narrow alleyway just off the main
street. The wall is roughly the length of an ordinary Manhattan apartment building that faces
either north or south, which makes the mural nearly half the length of an uptown—downtown
Manhattan block. Cream and black on a gray wall, the mural that Brown designed and painted,
along with his apprentice and local school children, depicts the joie de vivre of a procession,
whose participants are towners and gowners, from the past and the present. Its catalogue name
for the purpose of town records is Mural #12, but villagers call it “Parade.”

Most of the academicians are puffed up with cheerful pomposity, just as some shop-
keepers give the air of great importance. But, really, the whole town is there: political activists,
clergy, football players, cheerleaders, cops, firefighters, city officials, kids (some with spiked
hair; others with baseball mitts; one with a violin), dads with strollers, homeless regulars, and
students—blacks, whites, Latinos, Asians. It is an affirmative monument to the villagers, but
I also detect some irony: that our unity is more apparent than real and our pluralism stands up
only at public ceremonies.

Do we know that it is art, that is, in the sense that art is an institution? In the lower
corner of “Parade,” at the end furthest from the main street is a drawing of a sink, an old
double sink, dating from about the 1920s. As the casual passer-by might say, “This mural has
everything and the kitchen sink!” On the sink is painted, “R. Mutt,” the signature that
Duchamp sprawled on his 1917 urinal (Fountain). Although I was pleased with myself that I
recognized this reference—a credit to my art history professors—I missed others, including
one to Judy Chicago, prominent feminist artist and craftsperson. (She is in drag, so to speak.)
The giveaway, Brown told me, is that she wears a baseball shirt with a Cubs logo, suggesting
perhaps that public roles and public display trump conviction; or if the allusion is to Andy
Warhol’s Marilyn Monroe it might suggest that feminists are more authentic than commer-
cialized sex goddesses. (Whatever. The joke provokes.)

JupiTh R. Brau * Department of Sociology, University of North Carolina, Chapel Hill, North Carolina 27599.
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Ficure 10.1. Wall mural, Parade, by Michael Brown (Chapel Hill, North Carolina) (photograph by Lisa M. Collard).

FiGure 10.2. Detail of wall mural, Parade, by Michael Brown (Chapel Hill, North Carolina) (photograph by Lisa M.
Collard).
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For all of the mural’s populist themes—provincialism, theatricality, and satire—it is art.
It cites some of Western art’s memorable notations and uses art’s institutionalized vocabul-
aries, such as composition and framing. It also plays with themes that preoccupy contemporary
artists, notably publicness, the deconstruction of durable structures, and historical memory.
Yet it is not art in the Kantian sense of the term. The Kantian tradition of art pour I’art rests
on the assumption that an artwork exists in its own autonomous realm. In the late 19th century,
this came to mean autonomy from capitalism, industrialism, and bourgeois values, and then, in
the United States, as autonomy from all values other than art’s own. According to this
tradition, art is sovereign only onto itself.

Like many contemporary public art works, ‘“Parade” both invades and appropriates its
context. It has no presumptions of its own autonomy. It celebrates its contemporary and
historical subjects and enjoins them to commingle among themselves and engage those who
pass them by. By the same token it makes no moral claim that it relates to universal aesthetic
values, as the Kantian tradition would insist. Brown does not demand assent, but instead
invites our reactions and comments, while he rebukes us. Nor does Brown assume much about
the nature of the subjectivity that viewers ought bring to the experiencing of the work—
something of importance in Western aesthetics—as signaled by, for example, the imperative
of stylistic unity as a criterion for evaluation and appreciation (Adorno, 1984). In my view,
“Parade,” like other contemporary public art works, is part of a quiet revolution in aesthetics
that has great significance for the social sciences.

Postontological art rejects the distinction between the “I”” and the “You,” and the “Us”
and the “Them,” and the correlative distinction between “the subjective” and the ““‘objec-
tive.” As I will argue, contemporary artworks are about “betweenness’”’; between, for exam-
ple, groups, races, genders, nations, generations, and historical periods (Blau, 2000). The
starting point for “betweenness” involves “introductions all round,” which are required for
artworks whose details about particular places, people, and history may be obscure to out-
siders. Museums and galleries now often provide detailed narratives printed on cards off to
the side of an artwork to help make these introductions. Contemporary artworks often exist in
interstitial social spaces (and sometimes, interstitial geographical spaces; see Harris, 1999) and
do not recognize or grant privilege to any.

THE CENTRAL PROBLEM

The reason why I use the hulky terms, “ontology’ and “postontology,” is that I want to
refer to an historical divide of consciousness, between considering that the self is uniquely and
autonomously constituted and the view of a plural self that exists in terms of many codepen-
dencies. In Kantian aesthetics, a corollary of ontology is the imperative of a universal standard
of beauty, namely, that a person judges an artwork in a “disintererested” way, which leads to
sound judgment. The Kantian “I”” who sought cognitive understanding in science was not so
different from the “I”” who sought subjective pleasure from art, and it is roughly in these terms
that we can see the origins of utilitarianism, capitalism, consumerism, taste, rationality, and
reason. This conception of the “I” is very different from the current conception of the Self
that is uncentered, underdetermined, pluralistic, and who struggles with multiple identities, or
is preoccupied with a master identity. The brilliance of Kant’s aesthetic philosophy is attested
to by its long-standing usefulness; it lasted from the end of the 18th century through nearly the
whole of the 20th century and helped to sustain European avant-gardes as well as America’s
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Abstract Expressionism, even though ostensibly, as I will suggest, they were rooted in quite
different art traditions.

It is useful to expand a bit on Kantian aesthetics to show that both reason and aesthetic
judgments were situated with individuals and that both involved principles to which individ-
vals refer. He contrasts reason (from his Critique of Pure Reason) with aesthetic evaluations
in Critique of Judgment (1790):

These concepts (the categories) call for a Deduction, and such was supplied in the Critique of Pure
Reason.... This problem had, accordingly, to do with the a priori principles of pure understanding
and its theoretical judgments. [But in contrast] ... there arises a judgment which is aesthetic and not
cognitive.... How are judgments of taste possible? This problem, therefore, is concerned with a
priori principles of pure judgment in aesthetic judgments, i.e., not those in which (as in theoretical
judgments) it has merely to subsume under objective concepts of understanding, and in which it
comes under a law, but rather those in which it is itself, subjectively, object as well as law.... All
that it [aesthetic judgment] holds out for is that we are justified in presupposing that the same

conditions of judgment which we find in ourselves are universally present in every man. (Kant
1790/1952, pp. 143-145)

Taste, thus, is enlightened judgment and derives its imperativeness from being universal.
Moreover, it is the artist, as creative genius, who gives the “rule to art,” namely, dictates the
standards that becomes universally accepted (Kant, 1790/1952, p. 168). This view survived
more or less intact through Hume, Wittgenstein, Hegel, Nietzsche, Trotsky, and Derrida.
However, it just barely survived Derrida, and did not at all survive Foucault.

We have come to understand that contemporary conditions—a multiplicity of social
worlds, of worldviews-——pose different challenges for aesthetic theory, art making, and
evaluating art. The conception of the decentered, underdetermined, or the pluralistic self has
particular significance in understanding contemporary art. To begin with we might provi-
sionally consider an artwork to be something like a link involving the artist, viewers, groups,
and meanings. This argument snips at the heels of the Kantian assumptions about genius,
individual subjectivity, and universal standards of judgment. One answer, which I consider too
easy as a way out, is to consider contemporary art as merely another expression of cultural and
social pluralism. Such a relativist perspective denies art its institutional character, and by
posing that art simply mirrors social life, undermines its moral power.

THE DISTINCTIVE CLAIMS OF AESTHETICS

I approach the topic of aesthetics as being worthy in its own right, rather than to reiterate
the view that art is a component of culture (for example, Williams, 1961; Halle, 1993) or the
view that art traditions survive because they shore up class boundaries (Bourdieu, 1984; Gans,
1999; DiMaggio, 1982) and help to legitimize political elites (Mukerji, 1997). These ap-
proaches have been extremely useful, and not, in my view, at all wrong. Most importantly, they
have challenged the high—low distinction and demonstrated the extent to which the rich have
relied on High Art to define class lines. However, a consequence has been that social scientists
have marginalized the power of aesthetic theory and quite inadvertently trivialized what artists
do and what they say they do.

Art, whether it is rooted in the aesthetics of a craft convention, a religious or cultural
tradition, or a self-conscious canon, is bracketed in its own terms, as an expression of
sensuousness and imaginative performance. Art forms establish a world for which mean-
ingfulness is a given, but the given is the occasion of considerable critical and interpretive
analysis (Wood, 1999). When I use the term “‘aesthetics,” I mean it in the sense of any self-
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conscious critical and interpretive tradition, for which there are exemplary cases: the way the
horns on the mask must be carved, a particular Corot landscape, Duchamp’s urinal, or the
manner of depicting the rain god Tlaloc.

There are four reasons why aesthetics may be of interest to social theorists. First, aesthe-
tics, to the extent that it is a specialty of moral philosophy, deals with questions of human
values and meaning, something with which contemporary social scientists grapple, as there is
growing concern about social justice and human rights. Second, as aesthetics veers from
philosophy to criticism and advocacy, it requires a practical concern with ethics, a field
underdeveloped in the social sciences, but which may accompany our newfound interest in
social justice and human rights. Third, critical traditions in the arts are not vexed by the splits
with which sociologists contend involving positivism, interpretation, and historical study.
Finally, aesthetics takes representation as a central problem, and because representation is in
constant flux, aesthetics is routinely in a crisis mode, as it might be said of social theory in
contemporary times.

Given the problems of comparability among the performing, visual, and musical arts, art
theory has traditionally been about the visual arts, and this too will be my focus. However, 1
will suggest at the close of my chapter that this tight specialization is bound to change as artists
create works that are not easily contained within museum walls. Owing to digitalization and
other technologies (see Virilio, 1994), artists are able to transgress traditional boundaries in
the arts. In the meantime, it is possible to draw on aesthetics as it is currently configured around
art practices and suppose that there will always be aesthetic principles just as there will always
be institutional frameworks for the application and development of these principles.

WHAT IS ART?

A reference point for any aesthetics is a conception of art practice, and the most generous
of conceptions gives wide berth to others while containing the kernel of one’s own version of
what the morrow might bring. Here I draw broadly from contemporary art theory, the striking
tone of which highlights pluralism and the dialogical qualities of art. It is useful to start with
some major dimensions of art that I believe are not all that controversial within contemporary
aesthetics.

First, art defines a real world of its own. Art—folk, commercial, abstract, figurative,
tribal—is mimetic (inauthentic), although people reference artworks in terms of what they
take to be real at the time and in their context. What museum-going Americans in around 1970
may have taken as an exemplary statement involving emancipation and freedom, say, a
Rothko painting exhibited at the Museum of Modern Art is now in some permanent collection
and viewed by the public as an icon of an earlier time. The African mask loses its magic,
although not its beauty, on the wall in a collector’s home. Yet then, what is more “real,” the
thing itself or the representation of the thing? Is it possible to greatly marvel at a water lily in
a pond after seeing one of Monet’s paintings of water lilies? Can your lover hold a candle to
any Greek sculpture? Yet in another sense, the artwork takes power and agency from what it
represents and gives it to the viewer. The lion is tamed by the photographer and images of gods
give redemption to pilgrims. Brown’s mural is congenial, but it rebukes its subjects, as its
subjects; we, the viewers, are aware. Thereby, second, art is subversive and critical.

Third, in apparent contradiction to its mimetic and its fleeting character and its subversive
and critical capacity, art is affirmative as it represents a feeling or conception (Langer, 1957).
Thus, artworks, at least many of those that are very interesting, shape a dialectic between
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subversiveness and affirmation. Cezanne subverted space to affirm the compositional princi-
ples on which space depends. Goya’s mannerisms mocked his royal subjects. Picasso’s
“Guernica’ depicts evil but affirms painterly expression. Maya Ying Lin’s Veterans Memorial
subverts ostentatious monumentality, long considered as only appropriate for public com-
memorative statutes.

Fourth, art is a reference point for trans-local meaning and communication, and thereby
expands both knowledge and understanding across great boundaries involving language,
culture, and other differences. Artworks mediate and thereby weakly tie together different
reference points and identities, potentially bringing about a sense of mutual awareness. The
diffusion of an art style and the absorption of many others mark the genius of Islam between
about 750 to the 12th century, Christianity later, and likewise the Romans even earlier, but the
contemporary challenge is to achieve intermingling without mangling what already exists.
Crossovers between African, Caribbean, and Latin music retain qualities from each original
source. Official attempts to lace Peking opera productions with Western components have
been lamentable failures. It seems to work the more casual it is.

Fifth, artworks are part of a historically dynamic institution, which in turn relates in
complex ways to other institutions, such as the political economy, religion, and the nation-
state (for example, Corse, 1997). The avant-garde, even with its pretense of autonomy, was no
exception to this. Sixth, the artwork—public (viewer) nexus is made in the terms of an
enigmatic link that involves meaning, which may or may not be informed by theory. We can
call this enigmatic link interpretation. This can be formalized as criticism (Shrum, 1996), but
interpretation rightfully belongs to those who view the artwork, just as the right to experience
and evaluate live music is that of the listener’s. Something of this enigmatic link between the
viewer and artwork may be hardwired in human beings, but still we can describe it in
experiential terms, as the capacity to “feel” or “know” beauty, delight, tranquility, or terror.

My approach is to ignore the conventional distinctions in aesthetics, those that relate to
experiencing art (Dewey, 1934/1958; Gadamer, 1975), evaluating art (Dickie, 1988; Hume,
1757/1998), and the character of aesthetic objects (Gombrich, 1971), but I attempt to select
puzzies in art theory that suggest parallels to social theory, namely, art’s criticality and social
affirmative functions, as spanning local meaning, as an institution, and as mediation.

Another convergence between aesthetics and social theory might be considered in the
following terms. As Alexander (1995, p. 11) points out, modernism in sociology was articu-
lated in the following ideal typical terms: coherently organized systems; progressive evolution
from traditional to modern (individualistic, democratic, capitalistic, universalistic, and secu-
lar); and functional interdependence. Modern art, or at least American Abstract Expressio-
nism, was nicely compatible with this modernist conception. It relied, as Bernstein (1992)
argues, on a sharp differentiation between morality and beauty and on the mythic conception
of the individual (the creative artist). Modernism in art, at least in the United States, as
Abstract Expressionism, also disavowed any political agenda. It was antiparticularistic (that
is, anti-Kitsch), elitist, and defended as nonideological and universalistic. Its very principled
nonfigurativeness and abstractness were presumably testimony to its transcendence over
political and cultural differences.

Contemporary art is different now than it was in the 1950s and 1960s, as our understand-
ing of social worlds is also different. Now social theorists consider that social life is weakly
organized through networks, local practices, and social cooperation instead of by ordered
systems (Misztal, 2000). Aesthetic theorists suggest that we consider how meaning and value
are also weakly organized by thematic interpretations that have significance for linking
traditions, affirming local practices, and for helping to achieve awareness of codependencies.
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Art has a particular advantage in this, and there are “things” that mediate transactions,
namely, performances, dances, murals, videos, exhibits, sculptures, paintings, and events.

AN ACCOUNT OF THE MODERN

To illustrate that art is self-consciously distinct from culture and that at least for the past
century in Europe many artists participated in movements that were explicitly ideological, 1
provide a listing in Table 10.1 of major 20th-century art movements. They are identified as
either avowing a political ideology or not, and for those that were ideological, I label them as
either having a Left or Right agenda. The primary source used is Harrison and Wood (1992)
and I explain later why I end the series about 1975. Dates of formation are not always clear, but
I use dates of manifestos or major first exhibits given by Harrison and Wood. Political
orientations are usually clear enough. The futurists are listed twice—1912 and 1922—because
they began as a left-oriented radical movement, but many of the artists later sided with
Mussolini. The formation of the Artists’ Union in the Soviet Union on April 23, 1932, was the
effective end of artistic diversity and dissent in the Soviet Union until toward the end of the
Cold War. Other movements are described as having a right agenda, including US Regional-
ism (c. 1935), owing to an appeal to nationalism, absolutism, and social purification. The main
point is to show how very early art movements self-consciously evolved in terms of “art for
art’s sake,” and subsequent movements became increasingly involved in geopolitical align-
ments, until Abstract Expressionism in the United States (ostensibly) abandoned the partisan-
ship of such alignments.

By 1900, the revolution against the academy and traditional constraints was considered to
have been successful. The Impressionists, and then the Postimpressionists, had completely
overturned conventions about style, technique, and training. Court and official patronage had
come to an end. The early 20th-century movements—Divisionism, Symbolists, Synthetism,
Metaphysics, Jugendstil, Fauves, Orphism, Suprematism, Cubism, Purism, and the German
Expressionist movements (Briicke and Der Blaue Reiter)—centered on controversies dealing
with painterly values—line, color, shapes, and form. During this early period art styles were
defended by their respective publicists in terms of their psychological appeal and often
justified in terms of Freudian theory. For example, Benedetto Croce (1913/1965) described
Symbolism as epitomizing ‘“‘intuition”; the Postimpressionists, such as Gauguin, were consid-
ered by Roger Fry (1909/1924) to be drawing from ‘““deep, instinctual primitivism”; Hermann
Bahr (1916/1925) stressed the ““life-giving” qualities of German Expressionism; and, it was
“purity” that Guillaume Apollinaire (1913/1949) found in Cubist works. Early modernism in
art, in short, was something of an escape from the ordeals of the brutalizing conditions in cities
and factories, but at the same time signaled a rather precocious appeal to universal values and
an international order. Artworks related to personal, subjective identities and emotional needs,
something Abstract Expressionism would later draw upon.

Paradoxically, these early movements that dominated the first two and a half decades of
the century became a negative frame of reference for most subsequent European avant-
gardists, although they were appropriated by American avant-gardists. A somewhat sim-
plified, but largely correct interpretation, is that American Abstract Expressionism was rooted
in a denial of heterodoxy and of vexing global problems, and instead was preoccupied with the
relationship between individual expression and what was considered to be a baseline universal
aesthetic (Crane, 1987). Ignoring philosophical movements in Europe, such as Existentialism
as well as the Marxist debates that fueled European art movements, US critics appropriated
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TasLE 10.1. Art Movements 1900-1975, Classified as: Exclusive Claim as Art for Art’s Sake,
or Not, and If Not, as Politically Progressive Agenda (Left) or a Politically Right
Preservationist Agenda (Right), with Approximate Founding Dates, and Representative
Artists®

Art for art’s sake  Left agenda  Right agenda

Divisionism, ¢. 1900 A
(Paul Signac)

Symbolism, ¢. 1900 A
(Paul Gaugin)

Jugendstil, c. 1900 A
(August Endell)

Briicke, ¢. 1905 A
(Ludwig Kirchner)

Synthetism, c¢. 1910 A
(Paul Cezanne)

Fauve, ¢. 1910 A
(Henri Matisse)

Metaphyiscal School, c. 1910 R
(Giorgio di Chirico)

Futurism, ¢. 1912 L

(Filippo Tommaso Marinetti)

Orphism, 1912 A

(Robert Delauney)

Theosophy, c. 1914 A

(Wassily Kandinsky)

Vortex, ¢. 1914 R
(Percy Wyndham Lewis)

Suprematism, 1915 L
(Kasimir Malevich)

Neo-Primitivism, ¢. 1915 L
(Alexander Shevchenko)

Der Blaue Reiter, c. 1915 A
(August Macke)

Neo-Plasticism, ¢. 1915 A
(Piet Mondrian)

Cubism, ¢. 1915 A
(Pablo Picasso)

De Stijl, c¢. 1917 A
(Theo van Doesburg)

Novembergruppe, 1918 L
(Max Peckstein)

Bauhaus, c. 1919 L
(Walter Gropius)

KOMFUT, c. 1919 L
(Vladimir Tatlin)

Arbeitstrat fir Kunst, ¢. 1919 L
(Bruno Tat)
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TaBLE 10.1. (Continued)
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Art for art’s sake

Right agenda

Purism, 1920
(Charles Edouard Jenneret)

Dada, ¢. 1920
(Man Ray)

Constructivists, 1920
(Alexander Rodchenko)

L’Esprit Nouveau, 1921
(Juan Gris)

Opposition to Novembergruppe, c. 1921
(Otto Dix)

Futurism (Novecento), c¢. 1922
(Mario Sironi)

Unism, ¢. 1922
(Wladyslaw Strzeminski)

Syndicate of Technical Workers Painter and Scultors, c.

1922
(David A. Siqueros)

UNOVIS, c. 1923

(El Lissitsky)

Left Front for the Arts (LEF), c. 1923
(Leon Trotsky)

Surrealism, ¢. 1924
(Andre Breton)

AKhRR, c. 1924

(early Socialist Realism)
Red Group, c. 1924
(Georg Grosz)

ARBKD (Asso), ¢. 1928
(Otto Nagel)

October, 1928
(Alexander Rodchenko)

Combat League for German Culture, 1929
(Alfred Rosenberg)

Ash Can School, ¢. 1930
(Reginald Marsh)

Harlem Renaissance, c. 1930
(Sargent Johnson)

Artists’ Union, ¢. 1932
(official Stalinist art)

“Early American modernism, 1932
(Hans Hoffman)

Association Abstraction-Création, c. 1932
(Hans Arp)

Artists” Union, US, c. 1935
(Stuart Davis)

continued
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TABLE 10.1. (Continued)

Art for art’s sake  Left agenda  Right agenda

Regionalism, c. 1935 R
(Grant Wood)

Artists’ International Association, ¢. 1935 L
(Henry Moore)

New Realism, ¢. 1936 L
(Fernand Léger)

American Abstract Artists Association, ¢. 1936 A
(Ibram Lassaw)

Constructivism, ¢. 1937 A
(Naum Gabo)

Independent Federation, c¢. 1938 L
(Diego Rivera)

‘New York School, 1945 A

(Adolph Gottlieb)

Art Brut, 1948 L
(Jean Dubuffet)

Cobra, 1948 L
(Karl Appel)

Spatialism, c¢. 1946 A
(Lucio Fontana)

Independent Group, ¢. 1952 L
(Brit., Pop Art; Richard Hamilton)

Situationists, c. 1957 L
(Guy Debord)

Nouveaux Réalistes, ¢. 1959 A
(Yves Klein)

The New Realists, ¢. 1960 L
(Paris—Jean Tinguely)

Happening, 1960 L
(Allan Kaprow)

Pop Art, c. 1962 L
(US, Claes Oldenbrg)

Post-Painterly Abstraction, 1962 A
(Barnett Newman)

Socialism ou Barbarie, ¢. 1965 L
(Jean-Francois Lyotard)

Conceptual art, c. 1967 A
(Sol LeWitt)

Arte Povera, 1967 A
(Giovanni Anselmo)

Art & Language, 1968) A

(Brit., Terry Atkinson)

Society for Theoretical Art and Analysis, c. 1969 A
(Brit., Tan Burn)
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TaBLE 10.1. (Continued)

Art for art’s sake  Left agenda  Right agenda

Minimalists, 1970 A
(US, Donald Judd)

Earth projects, ¢. 1970 L
(Robert Smithson)

Flexus, c. 1970 L
(Joseph Beuys)

Art Workers Coalition, ¢. 1970 L
(US, Carl Andre)

Art Meeting for Cultural Exchange, ¢. 1975 L
(United States and United Kingdom, Mel Ramsden)

7Political labels apply only within their context; for example, Leninist and Trotskyite art movements are classified as Left and Stalinist
art movements are classified as Right. Compared with other German art movements, Bauhaus might not be considered to be Left-wing,
but it self-identified as a social visionary movement. This summary should not be used as a primary source because it is not based on
sufficient examination of original documents. National identity is not indicated except to distinguish some of the differences between
the United States and Britain.

®Not an art movement, but indicated to clarify early source of Abstract Expressionism.

See text.

the language of early modernism from the initial decades of the 20th century. It is somewhat
ironic that if a 1960s Ad Reinhardt work were to be placed next to Malevich’s 1915 “Black
Square,” it would be difficult to tell the difference. Oddly enough, early innovative Russian
works—for example, by Malevich, Gabo, Pevsner, and Kandinsky—were canonized by US
critics and museums during the Cold War, while contemporary Soviet works (Socialist
Realism) were banned from public exhibit in the United States (though not in Canada, which is
where interested Americans traveled to see them).

Throughout the Cold War period there existed a three-way split: Socialist Realism,
European avant-garde movements, and Abstract Expressionism. The first was virtually iso-
lated after the 1936 Moscow show trials under Stalin, and European artists launched alterna-
tive art movements that resonated with Marxism. A widely circulated paper by André Breton,
Diego Rivera, and Leon Trotsky (1938) signaled the irrevocable break between Latin Ameri-
can and European art and Soviet art. European avant-garde movements nevertheless engaged
socialist themes and were for the most part anticapitalist. Throughout this period in Europe, it
was not only art theorists and critics who wrote about art, but also people who we nowadays
consider as social theorists or social philosophers. These included George Lukécs, Francis
Klingender, Walter Benjamin, Georges Battille, Jean Paul Sartre, Guy Dubord, Theodor
Adorno, Max Horkheimer, Louis Althusser, Walter Kracauer, and Jiirgen Habermas. In con-
trast, American intellectuals were not involved in the arts, except in the never-ending debate
about the problem of the massification of tastes. When the House Committee on Un-American
Activities denounced ‘‘realists,” such as Ben Shahn and Willem De Kooning (along with
authors Langston Hughes and Arthur Miller), most American academicians remained silent.
The conventional account of this period is that the Left was intimidated, while “innocents”
were bought off. The CIA put up front money to support artists through the American
Committee for Cultural Freedom, an anticommunist effort supported by the Museum of
Modern Art and many prominent artists (see Guilbaut, 1983; Saunders, 1999). Leaders in the
official art world, such as Alfred H. Barr, Jr., who spoke out against painters such as Shahn,
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defended art pour !’art and denounced realistic tendencies as communist (see Harrison &
Wood, 1992, pp. 654-668). Another interpretation of the failure of academicians to respond is
that there were too few intellectuals in the United States, compared with Europe, who had ties
with artists or who cared enough about art to understand what the issues were.

The time series in Table 10.1 stops at 1975. The events around 1968 politicized the avant-
garde in the United States and elsewhere, and there was a growing hiatus between theory and
practice. Generally, new questions began to challenge the conventional understanding about
the relationships involving what was represented, the significance of what was represented,
and how what was represented was received. More specifically, semiotic structuralists, such as
Barthes and Eco, suggested there were oppositions involving what is expressed (written or
painted), what is believed (myth and ideology), and what is experienced/seen. This perspec-
tive, codified in somewhat overly scientific terms, as sign, signifier, and signified, was taken up
in architectural theory by Charles Jencks (1973), and greatly helped liberate US architects
from the formal pretensions that had dominated Modernism in American architecture (see
Blau, 1980). In museum art, as Pop Art, semiotics achieved a genuine coup against Abstract
Expressionism, followed by a rapid succession of movements that centered on similar theoreti-
cal concerns: Conceptual Art, Minimalist Art, Photorealism, and “text art.”

As Danto (1981) proposed (although not explicitly in the language of semiotics, namely,
sign, signifier, and signified), an artwork is what is merely titled—labeled—an artwork. In
other words, it is the institution of art that gives credentials to an artwork and there is nothing
inherent in any work that makes it special (see Becker, 1982). But it was Foucault who drove
the last nail in the Kantian, Modernist coffin, not only by arguing somewhat along the same
lines, but concluding that originality was an ideological construction (see Foucault, 1973/1982;
Krauss, 1986). The artist, the poet, the author, the creator were all “‘dead.” There was a
growing consensus in the mid-1980s in both Europe and the United States that all avant-gardes
had come to an end (for a summary in sociology, see Blau, 1995). At the conclusion of this
chapter, 1 will speculate about the emerging issues in contemporary art. However, I think it
is useful to look more closely at Abstract Expressionism; for one thing, it dominates major US
museums’ current permanent collections; and for another, it is likely to remain an important
reference for any art movement because of its prominence during the middle decades of the
20th century.

AMERICAN MODERN

Although its defenders traced the origins of Abstract Expressionism back to Kandinsky’s
abstractions done in the first decades of the century and claimed dominance over all other
styles, Abstract Expressionism itself was a short-lived affair, from the early 1940s to the early
1970s, and mostly confined to the United States. We could say that American modernism
appeared around 1943 with the opening of Pollock’s first exhibit in New York and an
exhibition in New York of the Federation of Modern Painters and Sculptors, which included
Gottlieb, Rothko, and Newman. By the 1950s, it was claimed by American art critics that
Modernism— Abstract Expressionism and American architecture—comprised the “Interna-
tional Style.”

Its appeal lay with its abolition of content by color and its denial of history, ideology,
particularity, identity, oppression, and struggle. Is most ardent defender, Clement Greenberg,
argued
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It has been the search of the absolute that the avant-garde has arrived at “abstract™ or “nonobjec-
tive” art ... [the] artist tries in effect to imitate God by creating something valid solely on its own
terms.... Something given, increate, independent of meanings, similars or originals. (Greenberg,
1939, p. 36; italics in original)

Such a defense was echoed about two decades later by the artist Ad Reinhardt, toward the end
of Abstract Expressionism: ‘“The one standard in art is oneness and fineness, rightness and
purity, abstractness and evanescence. The One thing to say about art is its breathlessness,
lifelessness, deathlessness, contentlessness, formlessness, spacelessness, and timelessness™
(Reinhardt, 1962/1992, p. 809). One American dissenter, Harold Rosenberg, described Ameri-
can modernism in these terms: “In this parody of vanguardism, which revives the academic
idea of art as a separate ‘realm,” art can make revolutionary strikes without causing a ripple
in the streets or in the mind of the collector” (Rosenberg, 1967, p. 91).

Later, Jameson (1981) noted that its philosophical premises—the dominance of style over
substance and its centered subject—could not withstand the fragmented, decentered, post-
modern consciousness (see also Larson, 1993, on this point). As disillusionment set in
regarding America’s claims as the innocent defender of democracy around the globe, the idea
of Abstract Expressionism receded. It had been defended in the terms of individualism and
universalism, choice and evolutionary determinism—the very stuff of claims about free
markets and capitalist democracy but the antithesis of substantive politics and authentic
identities. As noted, the CIA and the Defense Department considered Abstract Expressionism
to be a perfect weapon in the Cold War precisely because artworks exemplified nonspecific,
abstract freedoms (Guilbaut, 1983; Saunders, 1999). The conclusion would be that art is never
agnostic, as we may have thought it was.

MEANINGS IN ART

Lest this account be interpreted to imply that artists work entirely along lines dictated by
theory and closely tied to their historical context, I discuss two works to illustrate the point
that styles and labels tell us little about individual works of art, although any artwork
nevertheless exists within an institutionalized domain (Biirger & Biirger, 1992).

“Power”

Figures 10.3 and 10.4 are different views of Power, an anodized, bright-dipped aluminum
sculpture. Its 192 strips, alternating bronze and silver, were cut from 354 feet of metal. Its
weight—259 pounds—is carried by a 4 x 18 x 18 inches piece of solid transparent Plexiglas,
atop a brick base that is about 3 feet tall. A contemporary observer might think about its
similarity with modernist works, such as Mondrian, say, owing to its formality, proportional-
ity, and also its affinities with early industrial design and the technological precision of early
Russian Constructivism. “Power” was designed and constructed by Dan Murphy for a
specific location, namely, in our courtyard, just adjacent to a large Imperial azalea, which for
about 2 weeks a year backdrops the stark metal with the softest of white blossoms. “Power” is
shaded during the summer by a drooping wax myrtle and tall oak trees. The environment and
the sculpture interact, so as the sun and clouds move through the sky and the light filters
through the oak branches, the surface of the sculpture reflects patterns of motion.
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Ficure 10.3. Top view of Power, sculpture by Dan Murphy (photograph by Lisa M. Collard).

In 1920, Mondrian wrote about formal structure as plasticity:

Logic demands that art be the plastic expression of our whole being: therefore, it must be equally
the plastic appearance of the nonindividual, the absolute and annihilating opposition of subjective
sensations. That is, it must also be the direct expression of the universal in us—which is the exact
appearance of the universal outside us. (Mondrian, 1920/1992, p. 287, italics in original)

Yet the sculpture’s continual interaction with its environment reminds us that this is not, as
Mondrian conceived art, as an object that is self-contained for a self-referential experience.
Much later, environmental artist Smithson wrote, “I am for an art that takes into account the
direct effect of the elements as they exist from day to day apart from representation”
(Smithson, 1979, p. 133). A point I make is that the beauty of Murphy’s “Power” is self-
contained in the way that a Mondrian painting is, but “Power” is also a work of the late 20th
century and derives some of its meaning from contemporary environmentalism. In this sense
individual works affirm continuities within institutional traditions of art, while they also
exhibit the conditions of their own origins.
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Ficure 10.4. Side view of Power, anodized aluminum sculpture by Dan Murphy (photograph by Lisa M. Collard).

“Thirsty Traveler”

Betty Bell’s “Thirsty Traveler” (Fig. 10.5) is a painting of a homeless man. He is resting
on a stone wall, being accommodated by the wall, or perhaps better put, he shapes it with his
body and weight. The cats and birds around him seem both curious and consoling. Someone
has brought him a glass of water and it is placed just near him, on the street. The colors,
textures, and shapes give the piece an expressive quality, but the affinities between animate
and inanimate objects, between nature and man, are also reminiscent of symbolist works, by
Gauguin, perhaps. That is, there is something here that suggests a transcendent unity, perhaps a
divine one, but probably a more animistic idea than a Christian one, which is that conscious-
ness is possessed in their being and becoming by all living things. Aside from these speculative
possibilities, the most obvious point about this painting is its strikingly humanistic quality.
Though homeless, we are assured that the man is comfortable, sheltered by the trees and
protected by the animals. He has a glass of water, which Bell explains, ‘“Was all that he wanted
when he was asked.” Although Bell’s painting is contemporary and resonates with a general
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Ficure 10.5. The Thirsty Traveler, painting (oil on canvas) by Betty Bell (photograph by Lisa M. Collard).

return of humanism in the arts in about 1995, it also recalls the writings of Sartre and works
by Giacometti, one of his favorite artists (see Sartre, 1948).

In other words, like Brown’s mural, “Parade,” “Thirsty Traveler” draws its meaning
from a vast storehouse of tradition, technique, and material possibilities and in so doing
disallows singular interpretations. At the risk of belaboring the metaphor, I, as a viewer and
member of the community in which this homeless man may still be living, can pull from my
own memory bank the closest matches I know—Giacometti—as I consider the puzzles it
raises. Why a wall? If walls are boundaries, why does this one accommodate a man without a
home? Are walls for transgression? This is precisely how an artwork’s own premises elude
theory.

ART INSTITUTIONS VIS-A-VIS
OTHER INSTITUTIONS

Although the crisis in modernism within the social sciences was not evident until later, it
began in the arts in the late 1960s as events cascaded and dissent erupted in America and
Europe. These events centered on Civil Rights, the Vietnamese war, the Cultural Revolution in
China, the Cuban missile crisis, Czech Spring. The most evident manifestations of this crisis
appeared most clearly in architecture, which was profoundly influenced by Italian and French
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semiotic theory and then by postmodernist conceptions of narrative, language, and discourse.
In my view art became more inaccessible to the public than ever before. Buildings that looked
like ducks or paintings of flags were incomprehensible outside of an institutional matrix, and
that matrix was distinctly High Art in the United States in the 1970s. Yet, High Art is not the
only institution that can dominate art. Religion did in the United States throughout much of the
19th century and a conception of language attempted to at the 20th century. I would like to
briefly explain.

Art and Religion

There are strong indications that the reason American art sharply diverged from Euro-
pean art beginning in about 1830 was due to the domination in the United States of evangelical
religion over art after the Second Great Awakening. Besides portraiture, only representational
artworks of nature were allowed the American artist, as landscapes alone was considered to do
justice to God’s designs. Artists who insisted on painting or drawing mythical, allegorical, or
historical works, in the tradition of their English and European contemporaries, were shunned
by critics and collectors. Already early in the century, English and French artists had started to
experiment with nonfigurative approaches and depict scenes from ordinary life. American
artists could only depict themes that were congruent with religious values, whereas many
English and French artists had already adopted a critical and realistic approach to topics
relating to class relations and ownership (see Antal, 1966, p. 183). Virtually all those whom we
now consider the finest 19th-century American artists fled the United States to work abroad.
They included John Copley, John Trumbull, Samuel Morse, Thomas Cole, Thomas Eakins,
Mary Cassatt, James Whistler, and John Singer Sargent.

It was not so much that the clergy kept a tight rein on artists (although some did), but
rather than institutionalized religion was inimical to artworks except for landscapes that
reflected the manifestation of the Divine. As I have documented in much greater detail
elsewhere (Blau, 1996), the suppression of artistic creativity lasted well into the 1870s, until
Boston’s and New York’s elites were swayed by arguments, especially by those presented by
Matthew Arnold, that art had more to do with refined taste and distinctions of learning and
social class than with spiritual values. Once there was a fissure opened between Sectarianism
and the arts, revolutionary transformation in the arts was rapid; in 1896, Santayana (1896/1955)
provided the secular language for the autonomy of the arts. The Armory Show in New York in
1913 was the self-defining moment when avant-gardists in America could join Europeans in
exhibiting works by Cubists, early Surrealists, and Expressionists. In short, American Protes-
tants were intolerant of all art that did not encode religious values. By 1880, Americans were
well on their way to becoming artistic snobs.

Art and Language

One way of considering what has been termed the ‘“Post-Aesthetic” is precisely in the
terms of the positioning of art along with another institution, namely language. Mike Sutton’s
drawing, ““Ceci n'est pas un chien,” in Fig. 10.6, is in the spirit of one by Rene Magritte, which
later became an occasion for an essay by Foucault (1973/1982). Magritte’s work is a careful
replica of a pipe, under which he wrote in cursive script, *“Ceci n’est pas une pipe” (*“This is
not a pipe”). Surrealist Magritte may have had a political intention, but Foucault used it to
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FIGURE 10.6. Illustration by Mike Sutton (India ink on paper), after Rene Magritte.

make a point about representation and language, no doubt more subversive than Magritte
originally intended.

Foucault notes that its strangeness is not the contradiction between the image (““a pipe””)
and the text (““this is not a pipe”’), because, he argues, contradiction can exist only between two
statements or within one statement, not, in other words, between the sign and what is signified.
In short, he denies the premise of the traditional European avant-garde that pitted ideology
against a material reality. “What misleads,” Foucault states, is ““the impossibility of defining a
perspective that would let us say that the assertion is true, false or contradictory” (Foucault,
1973/1982, p. 19). Clearly among the many things problematized by Foucault is the European
avant-garde’s taken-for-granted contradiction between objective conditions and conscious-
ness. In the context of my discussion about art, Foucaultian assumptions about language
undermine the ontological independence of artist, viewer, work, and critic. They also under-
mine the premise of the European avant-garde, say starting from Novembergruppe in 1918 to
Socialism ou Barbarie in about 1965. Foucault had a somewhat different impact on American
scholars (Kurzweil, 1980), and I suspect on American artists and theorists as well. Without a
vital political avant-garde tradition, Foucault’s influence in US art circles was to challenge the
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notion of the creative artist, an important component of Abstract Expressionism. Yet, in an
important way, Foucault was the intellectual heir of structuralism. The problems about art,
history, and language had been addressed earlier by Umberto Eco and Roland Barthes who
challenged the taken-for-granted relations among sign, signifier, and signified, and by Derrida
who questioned the idea about stable historical interpretations (see Bernstein, 1992).

AESTHETICS LOST AND REGAINED

Aesthetics is always at the center of any philosophical crisis. The choir members sang at
the funeral: “The Museum Is Dead” (Crimp, 1983), “Metaphysics Is Dead” (Dziemidok,
1985), “Epistimology Is Dead” (Vattimo, 1985), “The Audience Is Dead” (Gopnik, 1992),
“Art Is Disenfranchised from Philosophy” (Danto, 1985), and ‘““No more narrative ... subject
... object.... No more representation” (Owens, 1983, p. 66). The death sentence created an
interesting predicament, but the situation was not viewed as such dire straits by everyone, and
as it turns out it was a premature warrant.

Lyotard’s (1988/1992) argument was that art and representation are not the problem, as
Foucault had insisted, but rather the public is. He contended the central problem for artists was
Offentlichkeit, “finding a public.” He writes: ““Artists and writers must be made to return to
the fold of the community; or at least, if the community is deemed to be ailing, they must be
given the responsibility of healing it”” (Lyotard, 1992, p. 4). Additionally he focused attention
on practice; artists must be their own philosophers, creating the works that make the rules for
“what will have been made” (Lyotard, 1992, p. 15; italics in the original). The inference I draw
from his argument is that collectively artists will appeal to pluralities of publics and that
addressing publics will lead to particularized and localized “‘solutions” and to practices that
prevail over universalistic and supremacy claims. Art in the 1990s increasingly became
configured less in terms of art movements, but more idiosyncratic and localized.

Major issues in contemporary art are not that dissimilar to those in contemporary social
sciences: the representation of particularized locales and contexts and mediation. If there is a
philosophical counterpart (for art) to Foucault these days it might be Emmanuel Levinas
(1998; also see Cambell & Shapiro, 1999). Levinis is especially helpful in this context; he is an
ethicist or moral philosopher, and art always advances an ethical or moral claim with which
aesthetic theorists must grapple. It is in these terms that I have already contrasted the European
avant-gardes that denounced, on ethical grounds, class domination and capitalism and the
American avant-garde that made moral claims for individualism.

Levinas states the challenge as being responsible for the Other; it must be the totalizing
concern with the Other that annihilates the self-interest of the I. That is, in contrast to Kant’s
ontology involving the “I”” and its own subjectivity, the loci of consciousness and practice are
interstitial spaces within pluralities. In social theory terms, these are clarified by concepts such
as symmetry of power, networks of mediation, places of participation, and distributions of
rights and resources, hybridization, and commons. In art we can think of this as “between-
ness,” as Lyotard suggested in his discussion about the artist “finding” the public. The
“Thirsty Traveler” serves as my example. It evokes the responsibility and sense of caring—
the You—the stranger—who brought the homeless man the glass of water, the metaphorical
wall or barrier that softens to accommodate his shape, the trees that provide shade, and the cats
and birds that are the sentries, as he might be theirs. (One recalls the contrasting premise in
Manet’s Olympia, in which a black cat stands guard to protect Olympia and her black
companion against You, the prurient viewer.) Such considerations as these suggest the differ-
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ence between ontology and postontology. They also suggest that “betweenness” is a useful
conceptual companion to contemporary social theory’s “‘decentered self.”

CAN THE ARTS SURVIVE CULTURE?

Let us assume that pluralism is on the ascent in art practices and that the boundaries
between performance, the visual arts, and music are diminishing. Let us also assume, along
with aestheticians, such as Krauss (1986), that the notion of creative genius was a myth that
sustained the avant-garde and it bifurcated canonical judgments of art from the experiencing
of art. We also might imagine that there will be a growing interest in public art, for it uniquely
addresses concerns about inclusion, public life, and shared use of the commons. Public arts are
currently defined extremely broadly: parks, sculpture, fountains, sand castles, parades, the
Chicago cows, street theater, outdoor video displays, decorated cars, murals, monuments,
decorated benches, and pyrotechnic displays (see Senie & Webster, 1992). Public art is craft.
But is it art?

Lyotard (1992, pp. 4-5) argued that the modernists fostered allusions for the presentable,
whereas postmodern art is based on what is conceivable but not presentable. It is then consis-
tent with Levinas to consider that art, public art especially, now focuses on how the conceiv-
able invokes the Other— “betweenness” —as an ethical project. Sociologists should be wary
about calling artworks ““cultural productions” lest they strike down their philosophical prem-
ises. This is to argue that art remains practice with an ethical bite, which is an invitation to
sociologists to consider that as artists struggle with a utopian project—engaging publics to
consider what is imaginatively conceivable—that we struggle to understand what is socially
conceivable.
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THEORIZING INTERACTION
PROCESSES



CHAPTER 11

Traditional Symbolic
Interactionism, Role Theory, and
Structural Symbolic Interactionism

The Road to Identity Theory

SHELDON STRYKER

INTRODUCTION AND OVERVIEW

The major claim of this chapter is that a social structural version of symbolic interactionism is
a potentially fruitful source of empirically testable theories of social behavior important to the
discipline of sociology. The chapter focuses on identity theory, a theory of role-choice behavior,
and related ideas to illustrate this potential. The structural symbolic interactionist frame
incorporates in modified form ideas that on the one hand stress the possibility for openness and
fluidity of social interaction, self-direction, and human agency inherent in the symbolic
capabilities of human beings and on the other hand stress constraints on that openness, fluidity,
self-direction, and agency inherent in the fact that persons are members of society (Stryker,
1980; Stryker & Statham, 1985). For purposes relating to the first emphasis, it makes use of
symbolic interactionism as it developed from the 18th to mid-20th century and carried into the
present with little change. For purposes relating to the second, it turns to role theory. While this
presentation of the frame draws on prior writings of the author (especially Stryker, 1980, 1988,
1994, 1996; Stryker & Statham, 1985), it incorporates ideas from the literature of sociology and
social psychology over (roughly) the past 50 years, perhaps especially the writings of Ralph
Turner (1962, 1978), George McCall and J. T. Simmons (1966), Peter Burke (Burke, 1980;
Burke & Reitzes, 1981; Stryker & Burke, 2000), and Morris Rosenberg (1979).
Implied in the foregoing are several considerations important to this chapter:

1. There is no symbolic interactionist orthodoxy. Those working with that frame agree
that an adequate account of social behavior must incorporate the perspectives of participants in
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interaction; both self- and social organization emerge from social interaction; and self medi-
ates the relations of social structure and interaction (Stryker, 1988). They disagree, however,
on a variety of issues of objeciives, contents, and methods of analyses (Stryker, 2000). Most
disagreements relate to the possibility of achieving the aspiration of a structural symbolic
interactionism, namely, incorporating the conceptual and methodological insights of tradi-
tional symbolic interactionism and role theory’s sense that persons’ locations in social struc-
tures constrain their behavior in a frame that produces theories of social behavior subject to
rigorous test within the conventions of science as commonly understood.

2. For some (e.g., Blumer, 1969), symbolic interactionism is an approach to sociology.
As seen here, symbolic interactionism is one of three major approaches to sociological social
psychology (the others are a group processes and a social structure—personality approach; see
Stryker, 2001). The responsibility of sociological social psychology is to contribute to sociology
by examining ways in which social structures impact persons and interaction and the reciprocal
impact of persons and interaction on social structures; this statement of responsibility reasserts
the concurrent emphases on agency and constraint defining structural symbolic interactionism.

3. Conventional sociological use of the term “theory” often ignores an important dis-
tinction. If “theory”” intends a proposes explanation of social phenomena that can be evaluated
through empirical evidence, neither symbolic interaction nor role theory meets the test. Both
offer perspectives on social life and concepts pointing to what the perspectives deem important
to explaining social life. To label them frameworks does not devalue them. Perspectives and
concepts are tools theorists use to build theories by translating perspectives and concepts into
an empirically testable account of why specified social phenomena occur. Effective theory
building is not likely absent a persuasive perspective and prescient concepts. The distinction is
especially important in thinking about symbolic interactionism. For many, its central ideas are
assumed true and the derivation of testable theories unnecessary. Too, for some symbolic
interactionists the very idea of testable general theoretical arguments is misbegotten. There
also are symbolic interactionists who believe it possible to work with symbolic interactionist
ideas and accept the charge of formulating general theoretical explanations of human social
behavior subject to reasonably rigorous empirical examination and test.

As noted, the structural symbolic interactionist frame incorporates aspects of traditional
symbolic interactionism and role theory, more of the former. The second section of this chapter
reviews as much of these two intellectual streams as seems useful for understanding their
contributions to the frame. The third section reviews and appraises critiques of traditional
symbolic interactionism and role theory to provide insight into the motivation for merging
them, then presents the structural symbolic interactionist frame. In the fourth section, attention
shifts to theories emergent from this frame taken from the author’s work. These are intended
only to serve as illustrations of the frame’s capacity to generate theories. One, a theory of role-
choice behavior, has received a fair number of tests. A second offers an extension of identity
theory addressing the broad question of the social circumstances contributing to relative
freedom of action. The fifth section provides a brief coda.

SOURCES OF THE STRUCTURAL
SYMBOLIC INTERACTIONIST FRAME
Traditional Symbolic Interactionism

The most significant precursors of this frame are the Scottish moral philosophers of the
18th century and American pragmatic philosophers of the late 19th and early 20th centuries,
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especially William James and John Dewey. The psychologist James Mark Baldwin, the
sociologists Charles Horton Cooley and William Isaac Thomas, and beyond any other the
philosopher and psychologist George Herbert Mead contributed more directly to its evolution,
whose further development and promulgation was largely although not exclusively tied to
Herbert Blumer and other University of Chicago sociologists and their students in the period
after World War 1.

THE PERSPECTIVE OF TRADITIONAL SYMBOLIC INTERACTIONISM.  There is considerable
variation among the forerunners and formulators of traditional symbolic interactionism.
However, they tend to share an imagery of human beings, society, the relation of society and
human beings, and the nature of human action and interaction. Society is a web of communica-
tion or interaction, the reciprocal influence of persons taking each other into account as they
act. Interaction is symbolic, proceeding in terms of meanings developed in interaction itself.
The environment of action and interaction of humans is symbolically defined. Persons use
symbols developed in their interaction and they act through the communication of these
symbols. Society is a summary of such interaction. In this image, social life is a thoroughly
dynamic process. Society does not exist as a static entity; it is continuously being created and
recreated as persons act toward one another. Social reality is a flow of events involving
multiple persons. Just as society derives from the social process, so do persons: Both take on
meanings that emerge in and through social interaction. Since both derive from the social
process, neither society nor the individual possess a reality that is prior to or takes precedence
over the other. Society, as a web of interaction, creates persons; but the actions of persons
create, through interaction, society. Society and person are two sides of the same coin; neither
exists except as they relate to one another.

The symbolic capacity of humans implies they have minds and think, i.e., manipulate
symbols internally. They can think about themselves—respond reflexively to themselves—
and in so doing come to have a self both shaped by the social process and entering into the
social process. Thinking occurs in the form of internal conversation making use of symbols
that develop out of the social process. Mind and self arise in response to interruptions in the
flow of activities, or problems, and involve formulating and selecting among possible courses
of action to resolve the problems. Choice is part of the human condition; its content contained
in the subjective experience of the person emerging in and through the social process.
Consequently, in order to comprehend human behavior, sociology must come to terms with the
subjective experience of persons studied and incorporate that experience into accounts of their
behavior. Part of that subjective experience, important for choices made, is the experience
of self.

Contained in the imagery is the idea that, individually and collectively, humans are active
and creative, not only responders to external environmental forces. The environments in which
they act and interact are symbolic environments; the symbols attaching to human and nonhu-
man environments are produced in interaction and can be manipulated in the course of
interaction; thought can be used to anticipate the effectiveness of alternatives for action
intended to resolve problems; and choice among alternative courses of action is a feature of
social conduct. Thus, human social behavior is indeterminate; as a matter of principle (and not
incomplete knowledge) neither the course nor the outcomes of social interaction can be
predicted from factors and conditions that precede that interaction.

EARLY PRECURSORs.  This exposition of the forerunners of symbolic interactionism begins
with the Scottish moral philosophers. The start point has a rationale: these thinkers were
important in establishing an empirical basis for the study of persons and society and they
directly influenced early American sociology (Bryson, 1945). They were committed to induc-
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tions from empirical observation as the road to useful knowledge. Observing their everyday
experience, they theorized by reference to principles found by understanding human nature via
introspections informing them of the fundamentals of human mind. Most important to an
emergent symbolic interactionism, they agreed that as the science of man, psychology is basic
to understanding society, but the facts of human association are basic to understanding human
psychology.

Links between these philosophers and the symbolic interactionist frame appear in the
former’s emphases on communication, sympathy, habit, convention, and imitation, all placing
persons in social relationships and most emphasizing mindedness. These links are seen in
ideas propounded in the work of Adam Smith, David Hume, and Adam Ferguson. Most likely
known as key in shaping classical economics, Smith (1759) argued that society is a network of
interpersonal communication through which persons are controlled by the approval, dis-
approval, desires, and evaluations of others, and that sympathy is a universal human charac-
teristic allowing putting ourselves in other’s places to see the world through their eyes.
Anticipating Cooley (1902), Smith offers the figure of society as a mirror through which
persons view and judge their own behavior. Hume (1888) sees persons as weak and defective
alone, society as compensating for these deficiencies, the interests of person and society as
inextricably tied to one another, noting that sympathy permits the development of fellow
feeling and concern for society and a sense of benefits that can be expected from society.
Ferguson (1792), espousing an instinct doctrine, stressed that behavior also results from habit
acquired through association with others and their indications about what is and what is not
acceptable conduct.

Many of these ideas reappear in the work of American pragmatic philosophers, finding
their way into symbolic interactionism through William James, John Dewey, and James M.
Baldwin. James’ (1890) import is through his treatment of consciousness and the *““self” that
emerges as a consequence of consciousness. For James, self is everything that persons call
theirs; implied is that humans respond to themselves as to any object in the external world.
More, how they respond to self impacts how they act with reference to both themselves and
external objects (including others). Elaborating four types of self—material, spiritual, social,
and pure ego—what is said about social self is most relevant: The source of the social self
is recognition given to a person by others; while persons have as many social selves as
individual others who recognize them, as a practical matter they have as many social selves as
distinct groups of others about whose judgments they care. For Dewey (1930), personality
organization is largely a matter of habit and social organization largely a matter of collective
habit or custom. The intimate relation of custom and habit means there is an intimate relation
of society and person. Since everyone is born into society, habit reflects prior social order.
Custom and habit are requisite to thinking; thinking is instrumental, allowing persons to adapt
to their environments. Humans define objects in their world (Dewey, 1896), rehearse in
thought possible actions with respect to those objects, and choose those actions facilitating
adaptation. Baldwin (1906) modifies James’ concept of self, insisting that all self is a product
of person—other relationships. The relationship of social and personal, society and mind,
evolves through three stages of development: a projective stage when children are aware of
others, distinguish others from objects, and differentiate among others; a subjective stage
when self-consciousness emerges through imitating others and learning there are feelings
associated with those imitations; and an ejective stage when children become aware, by
associating feelings with conceptions of persons, that others also have feelings just as they do.
This last stage ““provides a foundation on which Cooley’s method of sympathetic introspection
and Mead’s theory of role taking rest” (Meltzer, Petras, & Reynolds, 1975, p. 12).
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Cooley (1902) moves these ideas in a phenomenological direction. According to Cooley,
the special concern of sociology is the mental and subjective because these are distinctively
social. Persons exist in the personal idea, society is a relation among personal ideas, and the
solid facts of society are imaginations persons have of one another. Thus, the business of
sociology is to observe imaginations ultimately accessible only to those experiencing them.
Cooley rejected Cartesian introspection as the method of sociology, privileging ‘““sympathetic
introspection,” a process of imagining the life of others through intimate involvement with
them, then recalling and describing those imaginations. He saw individual and society as the
distributive and collective aspects of the same human life. Consequently, he saw self as
inextricably bound up with others, a social product defined and developed in social interaction,
specifically through a “looking-glass self”” process in which persons imagine how they appear
to others, imaging other’s judgment of how they appear, and react with affect (e.g., pride or
shame) to those judgments. This conception of self reinforces ideas in the symbolic inter-
actionist stream: there is no individuality outside of social order; individual personality is a
development from extant social life and the state of communication among persons sharing
that social life; and central to the development of personality are expectations of others.

W. 1. Thomas’ (1931) import lies in his joint emphases on the methodological and
substantive significance for sociological theory of subjective facts of how persons and groups
define situations they are in and objective, verifiable facts of situations. Sociology’s purpose is
analyses of processes of adjustment of people and groups to other people and groups. Adjust-
ments occur in situations as responses to objective circumstances in which persons and groups
are embedded. However, definitions of the situation intervene between objective circum-
stances and adjustments; they are necessary parts of explanations because the same objective
situation does not lead to identical behavior. To capture persons’ definitions of situations,
Thomas looked to personal documents: case studies, life histories, autobiographies, letters are
the principal sources through which the meaning of the situation from the point of view of a
participant is revealed and the principal sources revealing important variables affecting
behavior, suggesting hypotheses to account for how these variables affected that behavior, and
aiding in the interpretation of mass data. He recognized, however, that personal documents in
themselves could not test hypotheses. For this purpose, Thomas opted for statistical research.

GEORGE HERBERT MEAD AND HERBERT BLUMER. Mead (1934) is the most important
influence shaping symbolic interactionism, whether traditional or structural, and Herbert
Blumer is the most important voice articulating a symbolic interaction to which the structural
version is a reaction. Mead’s basic social psychological dictum-—begin social psychological
analysis with the social process——is his answer to the philosophical problem he set himself:
derive mind and self from society without assuming a preexistent self. It follows from the
evolutionary principles undergirding his philosophy and psychology: essential to human
survival is communication; communication about solutions to problems related to survival is
made possible by symbols held in common by those whose survival is at stake; and symbols
emerge in and develop through interaction, the social process. Mind, self, and society are
concurrent emergents from the social process. Mead, like Dewey, insists on the active nature
of human behavior, asserting that things become stimuli as they take on meaning, and they take
on meaning when defined as relevant to completing acts initiated by the person. This holds for
acts relating persons to their physical environments and for acts implicating other humans.
Since other humans are actors, meanings they take on are developed in interaction, the social
process made possible by communication.

Self develops via the same social process; it exists in viewing oneself reflexively by
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adopting the standpoint of others to attach meanings to self. Thus, self emerges from inter-
action; it is a social product. According to Mead, it is necessary to understand the critical role
of self to understand human behavior. He specifies two parts to self: the “‘me,” or organized
attitudes of others with reference to the person, and the “I,” or the person’s responses to these
attitudes of others. Behavior is a product of an internal conversation in which the “I”” responds
to the ““me” responds to the ““I,”” and so forth. The “I” represents spontaneity and creativity;
characteristically, Mead sees these as occurring within the social process. He sees behavior as
self-controlled but takes social control to be necessary for self-control. He suggests that self
develops in stages along with a child’s language competence. In play, the child takes the role of
particular others (e.g., playing “mommy”’); in the game, the child learns to respond to an
intricate pattern of organized behaviors of multiple others (e.g., to play baseball, a player must
anticipate the responses of a diverse set of team members, opponents, and umpires in order to
play the game well). In brief, self-development presupposes the prior existence of organized
patterns of multiple persons’ actions; self-development presupposes society. But society
presupposes self; just as society shapes self, the self (through the I-me dialectic) shapes
society. Society continuously undergoes recreation; it is a continuous construction. Social
order and social change are aspects of the larger social process. As the society shapes self-
argument, self must be continuously under construction; personal order and personal change
are aspects of the larger social process as well.

Blumer’s influence on traditional symbolic interactionism is greater than that of anyone
since Mead. He is especially significant to a structural symbolic interactionism: his writings
serve as a negative model with respect to the aspiration for a symbolic interactionist frame
permitting adherence to canons of science, while not abandoning essentials of the position
found in Mead. Importantly, his polemical writings persuaded succeeding generations of
symbolic interactionists who reject the possibility of reasonably meeting that goal. He defines
symbolic interactionism (he invented the term) by strongly contrasting it to conventional
sociology. Symbolic interactionism recognizes the obdurate fact of humans as defining,
interpreting, and indicating creatures who have selves through which they construct actions to
deal with their worlds. Conventional sociology sees social behavior as resulting from values,
norms, expectations, role requirements, and so on, a practice inconsistent with these obdurate
facts. Social organization has little impact in modern societies, since there are few situations to
be dealt with through standardized actions. Even established forms of action have to be
continuously renewed through interpretation and designation, and social organization enters
only to the extent it shapes situations and provides the symbols used in interpreting situations.
From this viewpoint, society is not organization or structure; it is the sum of the actions of
persons occurring in situations constructed and reconstructed by those persons through
interpreting the situations, identifying and assessing things that have to be taken into account
in the situations, and acting on the basis of these assessments (Blumer, 1962).

That vision leads Blumer (1954, 1956) to assert methodological principles and positions
contra conventional understandings of science. Sociologists should avoid initiating research
with “definitive concepts,” prescriptions for what to see blinding them to what would really
enable understanding the situations they investigate; they should begin their research with
““sensitizing concepts” that only suggest directions in which to look. For similar reasons, he
argues against initiating research with hypotheses based on prior theory or extant literature,
and that there is no point to measuring variables or seeking relationships among variables as
part of a scientific sociological inquiry (because anything that is defined can be redefined, thus
is without the qualitative constancy or stability required of variables).
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Role Theory

There are two role theories, structural and interactional (Stryker & Statham, 1985), the
latter drawing heavily on symbolic interactionism. Treatment here focuses on structural role
theory.

THE PERSPECTIVE OF STRUCTURAL ROLE THEORY. The theater is the major metaphor of
structural role theory: the vision is of actors playing parts in scripts written by culture and
shaped by evolutionary adaptation. The parts are written to restore the play to its original form
should improvisation threaten its fundamentals. Analysis of a part is in terms of how its
relationship to other parts meets survival needs of the larger system. Society is a system with
functional substructures having their own substructures; the group is the structural context of
most social interaction. Groups are systems of cooperating actors with common goals,
recognized membership, and recognized interdependency. Persons enter groups as parts that
are action systems of members, and behaviors toward group members are guided by subjective
meanings and by evaluations using normative standards. Repeated interactions develop expec-
tations of proper behavior among the persons involved. Norms applying to one relationship
need not apply to others, nor are norms the same for all parties to relationships. Behaviors of
interrelated pairs are likely mutually reinforcing and satisfactory, an image reflecting the
conceptualization of groups as cooperative, goal-seeking systems and the assumption that
parts are functional for the system as a whole.

Visualizing groups as made up of actors behaving in varying, interrelated ways makes
necessary a language describing the variation. Structural role theory uses “status” for parts of
organized groups and “‘role” for basically fixed behaviors expected of persons occupying a
status. Underlying roles are moral norms rooted in culture. Roles exist prior to interaction of
persons occupying statuses. They derive from the accumulated experience of past occupants of
statuses, shaped slowly as past generations adapt to environmental requirements. Socialization
is the process by which norms are transmitted, how persons learn expectations for others and
for themselves that attach to statuses. For persons in social relations, these expectations tend to
develop into moral imperatives that, if society works properly, fit well together. When persons
in relationships conform to complementary expectations, they gain approval from others
occupying related statuses and playing related roles; that approval reinforces conformity.

SHAPERS OF STRUCTURAL ROLE THEORY. Deeply embedded in sociological thought from
the 19th century on is the premise that persons are systematically influenced by positions they
occupy in society. That premise is embodied in the conceptions of exteriority and constraint
Durkheim used to define a social fact and is basic to his accounts of moral behavior (Durk-
heim, 1950) and anomie (Durkheim, 1960). It is developed in Weber’s (1946, 1947) discussions
of bureaucratic structure, a point of reference for a role theory of organizations, as well as his
use of the concept of calling, or vocation, as critical in relating social structure and person. His
methodological argument (Weber, 1949) that sociology must grasp the subjective motivation
of actors in order to explain their behaviors is a bridge between role theory and symbolic
interactionism. Simmel (1950) also made use of the concept of vocation. Raising the Hobbes-
ian question of how society is possible, he answers that society, as the minded association of
persons, becomes possible when persons are in part ““generalized.” To be members of a group,
persons must be both more and less than individual personalities. They enter society by
foregoing aspects of individuality for the generality of parts played as members of social units.
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Society appears to persons as a set of vocations that can be filled by anyone. Persons move into
vocations partly as a consequence of an inner call and are motivated to accept the requirements
of the vocations they enter. Simmel and Weber both emphasize that social structures contain
differentiated positions. Role theory joins this emphasis to Sumner’s (1906) types of norms
that place variable demands on members of society to arrive at the conception of role as
understood in structural role theory. That is, differentiated norms are assembled into sets of
expectations applicable to persons occupying specific positions in organized social units, and
those expectations define a role.

This conception of role was given currency by the work of Park (1926), Moreno (1934),
and others, and the idea that group members’ performances are affected by group norms is
exploited by early small group researchers using various theoretical perspectives (e.g., Festin-
ger, Back, Schacter, Kelley & Thibaut, 1950; Sherif, 1936; Bales, 1950). However, structural
role theory developed mainly through Ralph Linton (1936) and Talcott Parsons (1951) who
focused on societies as functional units. For Linton, society is composed of persons whose
adaptation and organization are required for survival. A division of labor, elaborated and sta-
bilized over time, makes individual conduct predictable and cooperation among individuals
complete and effective. Adaptations are perpetuated through continuous training guided by
ideal patterns, positively valued ideas transmitted across generations through imitation and
instruction, which also guide behaviors in situations for which persons are not specifically
trained. Never completely realized, ideal patterns strongly influence behavior. Linton sees
every culture as having ideal patterns for social relationships, the essence of which is
reciprocity, creating circles of rights and duties. Persons occupy polar statuses in reciprocal
ideal patterns. Roles are the dynamic aspect of statuses, their associated rights and duties in
action. Conflicting duties and obligations within the same or among different persons are rare;
otherwise, society could not function. Persons have a general role, summarizing particular
roles, determining what they do for society and what they can expect in return. Status and role
bring ideal patterns to the level of the person; a smoothly functioning society reflects the
adjustment of persons to their statuses and roles. Critical to functioning of society, general
roles (e.g., age and sex) tend to be ascribed without regard to individual differences; other roles
are open to achievement. Most of these are escapes for individuals or baits for socially
acceptable behavior.

While functionality of parts vis-a-vis social systems as wholes and complementarity of
role expectations are not among its necessary features, there is an empirical tie between
structural role theory and the structural—functional perspective in sociology reflecting the fact
that many influential role theorists (e.g., Davis, 1949; Parsons, 1951) worked from a structural—
functional perspective. Parsons, recognizing that perfect integration of parts of society is likely
empirically impossible, used this special case as a start point for analyzing conformity to
societal expectations, suggesting this is induced through actors gratifying one another’s needs,
acting in ways useful to each other’s attainment of goals, feelings of gratification accompany-
ing conformity to legitimate expectations and the demands of others when shared values are
internalized, and approval and esteem received for conformity to others’ expectations that
results from sensitivity to others’ attitude. Structures of social systems are made up of inter-
actional systems relating individual actors and the status-role is the most convenient unit for
the analysis of these systems. Roles are what people in statuses do as constrained by normative
expectations, institutionally defined and regulated parts of relationships shaped by shared
values and internalized norms made part of actors’ personalities. Conformity to role expecta-
tions is rewarded, failure to conform sanctioned, and an equilibrium of interpersonal inter-
actions is maintained. The larger systems of interaction developing in society are modeled on
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the interpersonal system. Thus, roles are complementary and various inducements lead per-
sons to conform to their roles. Persons, according to Parsons, choose their courses of action in
concrete situations. In principle arrived at through freely expressed preferences or the de-
mands of personality, choices are basically understood as defined by the culture in which roles
are institutionalized.

Linton and Parsons focused their theoretical work on total societies; Robert Merton’s
(1949) argument for the development of theories of middle range led to a shift in focus of
role theorists to communities, associations, and groups that link paired interaction to total
societies. Otherwise, the major themes in Linton and Parsons permeate the newer role
theoretic emphasis: roles are the main mechanisms linking persons to social structures, and
persons are under continuous and heavy pressure from both outside and inside themselves to
conform to social expectations.

STRUCTURAL SYMBOLIC
INTERACTIONISM

Reviewing critical appraisals of traditional symbolic interactionism and structural role
theory sets the stage for discussion of the structural symbolic interactionist frame and theory
based on the frame. In particular, doing so can illuminate the motivation behind that frame.

Criticisms of Traditional Symbolic Interactionism and Role Theory

An early and trenchant critique of traditional symbolic interactionist ideas is Mead’s
(1930) comment on the solipsism inherent in Cooley’s conception of society. In the intervening
years, critiques have been offered by persons who work within the frame (Meltzer, 1959;
Kuhn, 1964; Stryker, 1980; Stryker & Statham, 1985; Reynolds, 1990) and others whose
perspectives fall outside the frame (Gouldner, 1970; Collins, 1975; Huber, 1973). These cover a
wide gamut of intertwined ideological, theoretical, methodological, and substantive issues.
Interest here lies in only those to which a structural symbolic interactionism sought to be
responsive: those directed to the scientific adequacy of the frame, and those directed to the
failure to take social structure sufficiently seriously.

The first set of criticisms asserts that traditional symbolic interactionism does not pro-
vide clear and precise concepts necessary for developing theory subject to rigorous empirical
test. If concepts are neither clear nor precise, they cannot be used in rigorous research. Two
basic interactionist concepts—self and situation—illustrate these criticisms. With regard to
situation, sociologists have long complained there exists no satisfactory understanding of its
referents. Volkart (1951) argues, in spite of the centrality of the term in Thomas’ work, it was
never defined with sufficient precision to make it a useful descriptive or analytic tool. Years
later, the same conclusion is reached (Stryker, 1964). After another 30 years, Seeman (1997)
initiates his attempt, harking back to his analyses of alienation, to solve the problem of concep-
tualizing a situation by iterating this conclusion. With respect to the concept of self, while
defining self as that which is an object to itself, i.e., by the reflexive responses of persons to
themselves as objects, is evocative, the precision required for theory and test of theory is absent.
This is particularly true when the attempt to give content to that conception of self has largely
followed James’ (1890) tack by asserting that self includes anything to which the personal
pronouns I, me, or mine can be attached, thereby rendering self in a virtually limitless way.
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Criticisms claiming the scientific inadequacy of traditional symbolic interactionism go
beyond such relatively narrow methodological matters to broad epistemological issues. These
hold that the extreme process imagery of the frame, arguing social life is continuously under
construction through actors’ interpretive processes and that interpretations themselves are
continuously reformulated in the context of situated activity, means that society and self—and
all intervening concepts implying some degree of organization or structure—exist in the
moment and have no reasonable applicability beyond the moment. That implication itself
asserts that seeking the development of general, testable theories of social life applicable
beyond the momentary is a false aspiration, not in accord with the essential character of human
behavior: We can hope to achieve post hoc understandings of what happened but we cannot
hope to achieve theoretical accounts of what will or is most likely to happen. In short, critics
argue, science is defeated a priori. Too, science is defeated a priori for those who view it as
presupposing a deterministic universe: The emergence that underwrites a view of social life as
indeterminate rules out the possibility of predictive theory

A methodological principle underlying denial of the possibility of science, according to
critics of traditional symbolic interactionism, is the demand that accounts of human behavior
be based on the points of view of actors involved in interaction studied. That principle and
implications of an emphasis on process also are said by critics to deny the import of social
structure for social behavior. That is, the demand that the interpretations of actors be central to
accounts of social behavior, the correlative emphasis on definitional processes organizing
ongoing interaction, the focus on immediate situations of interaction, and a view of social
structure as a temporary emergent from ongoing interaction, all serve to minimize or trivialize
the importance for social behavior of social structure on any level beyond the immediate
situation of interaction. This methodological demand and the resultant foci of attention mean
the perspective or frame cannot deal with the relations among societies or with large-scale
features of societies such as the differential distribution of wealth, social class, or power
structures; in effect, the charge is that social structural realities are dissolved in a universal
solvent of definitions of the situation. On these grounds, traditional symbolic interactionism is
accused of ideological bias in favor of the status quo (Gouldner, 1970; Kanter, 1972). Huber
(1973), on different grounds, comes to the same conclusion. The charge of ideological bias also
has been leveled against traditional symbolic interactionism as a consequence of its emphases
on communication and the development of shared meanings and on cooperation as the
necessary means for evolutionary survival, the charge being that these emphases lead to a
neglect of the fact and functions of conflict in social life. Presumably contributing to this
neglect is Mead’s view that evolutionary processes favor the ultimate arrival of a universe of
discourse coterminous with humanity.

Structural role theory has also been charged with ideological bias (Gouldner, 1970). In
good part as a result of its link to structural functionalism, role theory has been criticized as
promulgating a one-sided view of social behavior emphasizing consensus, cooperation, and
continuity in social life at the expense of disagreement, conflict, and change, and as rationaliz-
ing the subservience of persons to the social order. A related, more value neutral criticism is
that structural role theory has an oversocialized conception of man (Wrong, 1961), solving the
Hobbesian problem of social order by denying or explaining away any impact of individual
human beings in the social process. Persons are visualized as automatons who simply accept
and reflect social norms they have been socialized to adopt. Their motivations are the result of
internalizing norms via socialization and conformity to these norms that come from self-
esteem derived from the positive feedback from others for conformity.

Just as structural role theory implicitly is a critique of traditional symbolic interactionism,
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$0 too is the latter a critique of structural role theory through its insistence that human beings
are actors who through self creatively construct their actions with reference to others as well as
through other themes in Blumer’s work reviewed earlier. Aaron Cicourel (1972), whose
“cognitive sociology” shares the premise of traditional symbolic interactionism privileging
the interpretations of the actor, asserts it is not clear that concepts like status and role have
much relevance for how people negotiate everyday behavior, and that the structural frame of
status and role presupposes agreement on their content and takes for granted that their content
is known and clear, while in reality these are problematic.

Appraising the Criticisms

Some criticisms reviewed may not be as applicable as critics believe and some may apply
only to a segment of the frame criticized. For example, the criticism of traditional symbolic
interactionism’s concepts as vague and imprecise has general validity. However, the claim of
some critics that this frame stands in opposition to the goal of formulating general theoretical
accounts of social life and testing these using any available social science method depends on
accepting Blumer’s (1969, pp. 1-2) contention that his methodological dicta are made neces-
sary by defining premises of symbolic interactionism (Stryker, 1988). Blumer infers from these
premises that general, predictive sociological theory makes no sense, since preexistent con-
cepts cannot match emergent interpretations of actors constructing their lines of social
interaction.

Consequently, research initiated by a priori theory anticipating behavioral outcomes
through hypotheses deduced from such theory is futile; methods that fail to directly examine
interpretations in the process of emergence (e.g., experimentation, surveys) lack validity and
the capacity to generate meaningful data; mathematical manipulations of numerical data
produce findings bereft of meaning. However, the fundamental ideas of the symbolic inter-
actionist frame do not necessarily lead to the metatheoretical and methodological conclusions
Blumer reaches. Actors’ interpretations, demonstrably important to the course and content of
interaction, are not unconstrained. Meanings that are possible for actors to invoke in defining
situations and those they are likely to invoke from among those possible are not random
events. Too, there is stability over time to most meanings persons attach to objects; these
meanings do not change greatly from moment to moment in ways that call for radical change
in behavior. Indeed, if considerable stability in meanings did not exist, even over years, social
life could not and would not have the predictability that enables persons to live their lives as
they do. In short, that meanings can change greatly and precipitously does not say they do
change either greatly or precipitously. If this is a reasonable assertion, theoretical propositions
offering explanations of empirical generalizations going beyond individual phenomenology
are possible and not subject to a priori rejection whatever may be their fate on meeting
empirical evidence. That social life is constructed and there are few limits on what construc-
tions are possible does not require sociology to forego predictions of future behaviors or force
sociologists to believe predictions of social behavior must lack validity. Nor does acceptance
of a social construction position mean that sociologists cannot recognize that the social process
often crystallizes in a manner allowing the use of abstract concepts like self, role, and social
structure in general theoretical arguments seeing that to which these concepts refer as effec-
tively constraining and limiting the possibilities for emergence in social life and operating to
change possibility to probability.

Implicitin the last paragraph is another assertion: To accept a principled indeterminacy in
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social life does not require sociologists to reject aspiring to generalized theoretical knowledge
based on the degree to which empirical evidence supports theory-based explanatory claims,
and it does not require rejecting conventional science as a model for work sociologists do. A
deterministic universe is not needed to justify science, only that there is some regularity in behavior
of interest; given such regularity, the task of a science is to describe and explain it. Nor does
adequate explanation require accounting for every one of a class of cases for which it is argued
to hold. Science seeks explanations of classes of behaviors, not particular behaviors, and all
particular behaviors differ in some way. Sociology draws its data from the everyday world of
social interaction, the number of variables entering so great that each instance of interaction
must in some ways be unique. The search for general patterns of social behavior and general
explanations for observed patterns must ignore that which may be idiosyncratic about but
nonetheless crucial for some instances of social interaction. Consequently, some instances of
interaction develop in ways contrary to what holds for most cases and so exist as exceptions to
general explanations. Aspiring to explanations that hold for every concrete social behavior is
unrealistic is implied. Stated alternatively and more positively, all empirical generalizations
and explanations of these in sociology and social psychology are probabilistic in form.

Again, some criticisms may not be as valid as critics offering them believe. The charge
that an interactionist framework, traditional or structural, does not incorporate macrolevel
variables or does not provide for relations of macrolevel units, e.g., nation-states (Reynolds,
1990) is damning only if the frame is offered as a general frame for sociology as a whole.
While some present a symbolic interactionist frame in that way; others present it as restricted
in scope to social psychology or even more restricted to a sociological social psychology. Any
frame, to be useful, must be partial in pointing up a selected set of concepts deemed of special
import for illuminating problems with which the frame is concerned. By virtue of pointing up
particular concepts a frame must, at least relatively, downplay others. However, limiting a
frame’s claims to issues important to a sociological social psychology does not absolve it from
providing conceptual means for articulating social cognitive and interactional processes and
social structures impinging on those processes, nor from providing for articulating links
between those impinging social structures and more macrostructures that impinge on these.
Indeed, the meaning of a sociological social psychology requires that such matters be attended
to. Since the structural symbolic interactionism frame is explicitly pointed to a sociological
social psychology (Stryker, 1980, 2001), this issue will be discussed further.

Sociologists have a penchant for “‘either—or” dichotomies: social behavior is either com-
pletely determined by location in social structure or is free of external constraints; social life is
either process or structure; subjective definitions or interpretations either underlie human behav-
ior or do not matter; the human is either actor or reactor. In the present context, this penchant is
expressed by either accepting or rejecting in their entirety traditional symbolic interactionism
or structural role theory, but neither the criticisms offered of these frames nor the frames
themselves need be fully accepted or fully rejected. As Wrong (1961) long ago observed, the
image of human beings as thoroughly socialized creatures contained in structural role theory
has its purposes so long as it is not taken as the whole truth about human beings. Similarly, as
W. 1. Thomas claimed, definitions of the situation are important to human behavior but so are
the realities of the situations themselves. More generally, cooperation and stability are readily
observable in social life and so are conflict and change. An adequate frame intended for use in
the analysis of social life must include conceptual means for dealing with both cooperation and
conflict, stability and change. Put in other terms, the process emphasis of traditional symbolic
interactionism and the structure emphasis of structural role theory are both needed.

The either—or propensity also can be problematic by obscuring useful aspects of a frame
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to which there otherwise may be legitimate objections. While the overall emphasis of struc-
tural role theory may well be one-sided in its view of social life as based on consensus,
cooperation, and the contribution of parts of a social system to the stability of the whole, the
structural role theoretic frame also provides resources for visualizing dissensus and conflict as
normal in social life. It does so by making explicit what is implicit in a conception of social
groups as structures of differentiated statuses and roles, namely, that persons are typically
involved in multiple groups and so occupy multiple positions tied to multiple roles. While this
may mean persons carry norms of a group to others and so minimize conflict among groups, it
also means that conflicting norms can be introduced into persons and the groups of which
they are a part, affecting the behavior of both. The insight that multiple role involvements can
result in intrapersonal, interpersonal, and intragroup conflicts as well as the obverse of these
owes much to the work of structural role theorists such as Merton (1957) and Goode (1960).

Building a conceptual frame capable of underpinning empirically testable theories of
social behavior and make a contribution to the larger sociological enterprise is a worthy goal
for sociologists who do social psychology. Summarizing the argument thus far: meeting this
goal is more likely if appropriate elements in structural role theory are joined to appropriate
elements in symbolic interactionism, and achieving the goal requires working within the
framework of science.

A Social Structural Version of Symbolic Interactionism

Since structural symbolic interactionism builds on a recombination of elements contained
in traditional symbolic interactionism and structural role theory, to describe it as the latter two
frames were described would involve considerable redundancy. To avoid this repetitiveness,
the structural frame is described in a different way, by first drawing on an essay (Stryker, 1996)
written in response to the question: What is the message of social psychology? The essay
answered that question from the point of view of a sociologist whose special interests are in
social psychology; in so doing, it provides the metatheoretical and conceptual underpinnings
of the structural symbolic interactionist frame. Then it presents a statement of the frame
drawing on and elaborating an earlier discussion (Stryker, 1980).

Once self and society emerge in interaction, they exist in a recursive system: their
relations are reciprocal. That reciprocity, however, does not preclude recognizing that every
historical human being is born into and cannot survive outside the context of already-existing
organized social relationships and social interactions, which themselves are embedded in
larger systems of relationships and interactions. This recognition underwrites assigning prior-
ity to “society” in the metatheoretical starting point of the structural symbolic interactionism
frame, the assertion “in the beginning, there is society.”

This aphorism, a sociological response to the question of how best to conceptualize the
relation of person and society asserts that social psychological inquiry taking the isolated
individual as its start point and then asking how individual experience and behavior is affected
by others will misunderstand many social psychological issues, and treatments of the social as
simply setting for individual experience and behavior will be similarly deficient. In short, it
accepts Mead’s argument that the most fruitful way of conceptualizing the relation of person
and society requires recognizing that society is built into the mind and self of the individual.
There is no individuality outside of society, yet there is no society except through persons’
actions. Society and individual are indeed constitutive of one another. Nevertheless, for pur-
poses of investigating the society—person(s) relationship, society is assigned causal priority.
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The implications of the preceding paragraph provides the metatheoretical context of a
structural symbolic interactionist frame:

1. Human experience is socially organized. Mead prepares for this assertion by arguing
that the organization and content of self reflect persons’ participation in society. However,
Mead’s image of society does not reflect the complexity of contemporary society in which
members occupy multiple positions in multiple social structures. Contemporary societies are
not particularly unitary or coherent; they incorporate diverse congeries of organized role
relationships, groups, social networks, institutions, strata, some isolated and some not, some
overlapping and some not, some conflicting and some not. Persons’ experience is importantly
shaped by what relationships, groups, networks, institutions, and strata they enter or leave and
by how these structures relate to each other. Experience is not random but is strongly impacted
by persons’ locations in social structures. Social structures define boundaries, some perme-
able, others less so. The boundaries serve as barriers to or facilitators of interaction, the bar-
riers inhibiting or precluding interactions with others, the facilitators encouraging or requiring
interaction with others. Social structures, then, are likely to bring only certain people together
to interact over particular topics with particular instrumental and symbolic resources; alter-
natively, they are likely to keep certain people out of particular interactions. Who persons
interact with and who they do not is critical to their life chances generally to the kinds of
situations they have opportunities to enter; to the resources, symbolic and otherwise, they have
available to define situations they do enter; to the kinds of self they can and are likely to
develop; and so on. Again, human experience is socially organized; who and what persons are
and can do, while not determined, reflects that fact.

2. Social life is constructed. The forms and the content of social life are not fixed by
nature; they are products of collective activities of persons as they develop solutions to
problems in their lives. To say that social forms and content are constructions is to say they are
results of human action and interaction, and that reconstruction of and even radical change in
these forms and content are possible. These assertions, however, do not imply there is no
objective social world or that the objective world does not limit and constrain the structures
and cultures constructed. Nor do they imply that social constructions are ephemeral, incapable
of limiting the probability of reconstruction or radical change.

3. Human beings are actors. As noted, sociologists sometimes have presented a view of
individuals as socialized automatons, as merely reactors. Symbolic interactionist thought says
otherwise, asserting that mind and self, the symbolic and reflexive capacities of humans,
permit actors to formulate, anticipate outcomes of, select from alternative lines of action, and
revise actions as information is returned in the course of the action itself. Its social construc-
tionism develops from viewing humans as active agents. This view does not deny the impact of
normative demands on persons to enact roles as scripted, nor does it deny the impact of
conditioning on human behavior; it simply asserts that humans can and sometimes do have
significant impact over what happens to them. We can expect most if not all social behavior to
reflect a blend of action and reaction, the blend in given cases a matter of empirical investiga-
tion, as is the question of the circumstances under which behavior reflects primarily (or even
totally) prior conditioning or normative demands and the circumstances under which behavior
reflects the initiative of actors. Implied in this conception of humans is that social psychology
has the obligation of investigating both processes of social production and change as well as
processes of social reproduction and stability, conformity and creativity, constraint and
autonomy.

4. The subjective and the symbolic are central in social life. Restating the import of
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persons’ definitions and interpretations for behavior, the assertion does not imply there is no
reality outside of definitions and interpretations: that undefined and uninterpreted aspects of
the world have no impact on person: definitions denying the existence of social class does not
eliminate the impact of class on those holding such definitions, nor do interpretations attribut-
ing disease to the devil lessen the effect of germs. What the assertion does imply is that actors’
definitions and interpretations are consequential for how they construct their own behavior and
how they interact with others; thus, explanations of social interaction must take into account
interactants’ definitions and interpretations.

5. Self mediates the relation of society to social behavior and social behavior to society.
How persons define themselves reflects response to them of coparticipants in ongoing inter-
actions and social relationships. Once defined, selves interact dialectically with others’ re-
sponses to produce emergent selves that organize and guide persons’ behavior. Thus, built into
self are processes of social control and self-control, means to account theoretically for the
impact of society on person and person on society.

6. There is both constraint and freedom in personal and social life. Persons are con-
strained in what they are, can become, and do as a consequence of membership in society. Yet,
they have some freedom of action. In many ways, the most interesting and important questions
of sociology and of social psychology are contained within this apparent paradox.

7. The concept of role facilitates the articulation of symbolic interactionist and role
theory ideas. The fundamental referent of this concept is the expectations impinging on
persons in their interaction with others. These expectations are used as a basic building brick
by symbolic interactionists (who do not necessarily use the language of role) to build “down”
to the social person in pursuing their interest in issues relating to personal organization and
disorganization, socialization and interaction processes themselves. Role theorists use these
expectations to build “up” to larger and more complex social units in pursuing their interest in
issues of social organization and change, the functioning of groups and larger units of social
organization. A satisfactory framework for a sociological social psychology must bridge
structure and person, allow movement from the level of the person to the level of larger-scale
social structures and back again. A common theme of interactionist thought is that social
structure creates social persons who (re)create social structures ad infinitum. Basic to under-
standing social life, that insight is both trite and trivial unless it leads to research specifying
variations in social structures and variations in social persons and the connections of these
variations. Getting to that research requires a conceptual frame facilitating movement bridging
person and social structure.

A brief and highly generalized version of the structural symbolic interactionist frame
follows (see Stryker, 1980, for an expanded statement).

Behavior depends on a named or classified world providing the ends toward which
human activity is directed and the means by which these ends are (or are not) achieved. That
world represents opportunities for action, conditions that enhance or defeat success, and
makes more or less probable contact with others with whom persons cooperate or conflict as
they act. Names or class terms attached to the physical and social environment carry meanings:
shared behavioral expectations growing out of social interaction. One learns from interaction
how to classify objects and in that process learns the expectations for behavior with reference
to those objects. Among the class terms learned are symbols used to designate positions,
relatively stable morphological components of social structures, and the kinds of persons it is
possible to be in a society. Attached to positions are the shared behavioral expectations
conventionally called roles. Roles, necessarily social in derivation and in that all roles at least
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implicitly reference counterroles, vary in ways important to interaction: they may carry strong
norms or not; require specific behaviors or be couched in nonspecific terms; be clear in
demands made or vague and uncertain; apply to few interactions or across a large range of
interactions, and so on.

Persons acting in the context of social structures recognize and label one another as
occupants of positions. Doing so, they invoke expectations for behavior. They also name
themselves. These reflexively applied positional designations become part of the self, creating
internalized expectations with regard to persons’ own behavior. Such selves may develop in
response to contingencies in immediate situations of interaction; they also may enter into dif-
ferent and new situations. When entering an interactive situation, persons define that situation
by applying names to it, themselves, other participants, and particular features in the situation,
and use these to organize their own behavior in the situation. Others engage in the same
process. Interactions with others can validate and often challenge definitions, including self-
definitions; they are venues of conflict among competing definitions. Indeed, interactions are
often battles of varying intensity over whose definitions will organize the interaction. Early
definitions constrain the possibilities for alternative definitions to emerge, but behavior is not
determined by early definitions. Behavior is the product of role-making (Turner, 1962) begin-
ning with expectations invoked in the process of defining situations but continuing through a
tentative, probing, sometimes extremely subtle interchange among interacting persons that
shapes the form and content of the interaction. The degree to which roles are simply played or
are made and the elements entering the construction of roles depend on the larger social
structures in which interactive situations are embedded. Every structure limits the kinds of
definitions available to call into play, and thus limits possibilities for interaction. Nonetheless,
some structures are relatively open to creativity and innovation in roles and in role perfor-
mances. Changes can occur in content of definitions, in names and class terms used in those
definitions, and in the possibilities for interaction, depending on the degree to which roles are
made rather than played. Such changes can lead to changes in social structures within which
interactions take place.

The structural symbolic interactionist frame holds a view, consistent with the imagery of
contemporary sociology, of society as a complex, differentiated but organized mosaic of
relatively durable interactions and relationships embedded in an array of groups, organiza-
tions, communities, and institutions intersected by encompassing structures of age, gender,
class, ethnicity, religion, and more. Persons live and act in relatively small and specialized
networks of social relationships, largely doing so through roles underwriting their participa-
tion in these networks. The networks themselves are embedded in larger units of social
structure that constitute boundaries affecting the probability of persons entering those net-
works, consequently interacting with the particular kinds of others also in those networks
rather than other kinds of persons, and developing shared meanings constrained by the consti-
tution of those networks.

IDENTITY THEORY AND RELATED IDEAS

If a framework can be tested, it is by its fertility, i.e., by the theories it generates that can
be examined empirically. The claim here is that structural symbolic interactionism is a fruitful
source of theories of social behavior important to sociology. Attention now turns to work
developing from the symbolic interactionist frame that can be characterized and judged as
theory. In particular, an account of role-choice behavior called “‘identity theory” and related
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ideas was selected for the most obvious reason: these have been the central preoccupation of
this essay’s author for the past 35-plus years.

Identity theory seeks to explain why, where choice is possible, one role-related behav-
ioral choice is made rather than another. It is a minimal but potentially useful theory applicable
to a particular kind of social behavior that examines a small set of variables representing part
of the heritage of Mead, somewhat amended, to see how far they can serve to explain behavior
of interest. Derived from structural symbolic interactionism, the theory shares assumptions of
that frame: humans are actors as well as reactors; social interaction and social structures
constrain human action; action and interaction are shaped by definitions or interpretations of
situations based on shared meanings developed through interaction with others; self-
conceptions are critical to producing action and interaction and are shaped in part by others’
responses to persons. This last premise is often stated as self reflects society; it, together with
the third premise, underwrite the standard formula of symbolic interactionism, a formula that
insists on the reciprocity of its parts: society shapes self and self shapes social behavior.

Identity theory builds on refinements of traditional symbolic interactionism and specifi-
cations of that formula. It adopts a view of society consistent with the imagery of contempo-
rary sociology that is contained in a structural symbolic interactionism.

Arguing the priority of society on grounds suggested earlier, the point of departure in
developing the theory is specifying what it seeks to explain. Specification is required because,
clearly, social behavior is much too general a category to be researchable; i.e., one cannot hope
to develop and test a theory of social behavior in general both because it is impossible to
observe social behavior in general and because the category includes too varied content to be
subject to the same explanatory account. Identity theory elects to focus on role choice behavior
as worthy of social psychological and sociological attention. It is central to many interesting
and important questions about social life. Why does a man devote time and effort in one arena
of his life—say, work—to the neglect of other social relationships—say, family? What under-
writes radical change in careers or in lifestyle more generally? Why do some members of a
social movement engage in dangerous activities in the interests of the movement while others
will not do so? What are the consequences of role choices made for ongoing interaction and
social relationships?

While the relationship is not deterministic—social constraints on choice obviously are
limiting factors—the interactionist formula and identity theory suggest that role-choice is a
product of self. However, self also requires specification. If in the beginning there is society,
self must reflect society; and if contemporary selves reflect contemporary society, an image of
self emerges that reflects the complexities of contemporary society. That vision sees self as
highly differentiated but organized, made up of multiple parts reflecting the multiple structures
of various kinds that exist within society, as well as the multiple ways these structures relate to
one another: overlapping, isolated, cooperative, conflicting. The theory accepts James’ (1890)
idea that persons have as many selves as groups of persons with which they interact and, using
the term ‘““identity” to refer to each group based on self, asserts that persons have as many
identities as distinct sets of social relations in which they occupy a position and play a role.
Since roles are expectations attached to positions in networks of relationships, identities are
internalized role expectations. The theory holds, reflecting the import of hierarchy as an
organizational principle in society, that identities are organized in a salience hierarchy. Iden-
tities are understood as cognitive schema (Markus, 1977; Markus & Zajonc, 1985), internally
stored information and meanings; as schema, they are cognitive bases for defining situations
and they result in greater sensitivity to external and internal behavioral cues matching in some
way the schema. As cognitive schema, they carry across situations in which persons find
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themselves. The salience of an identity is defined as the probability an identity will be invoked
in and across situations (alternatively, as the differential probability across persons that an
identity will be invoked in a given situation). Identity theory hypothesizes that the higher the
salience of an identity relative to other identities in into the self, the higher the likelihood of
behavioral choices corresponding to expectations attached to that identity.

Building identity theory also required specification of the third term in Mead’s formula—
society—and accomplishes that specification through the concept of “commitment.” As
noted earlier, persons live and act in relatively small, specialized networks of social relation-
ships. Commitment concerns ties to networks and refers to the degree persons relations to
others in networks depend on having particular identities and playing particular roles, mea-
sured by the costs of foregoing meaningful relations with others should the identity and role be
foregone. The hypothesis is that the salience of an identity reflects commitment to the role
relationships requiring that identity. Identity theory’s specification of Mead’s formula arrived
at with this step is: commitment shapes identity salience shapes role choice behavior.

This is not the place for a detailed discussion of the research examining identity theory
hypotheses, either by the author and colleagues or others. Two observations about that re-
search are, however, pertinent. First, while research confirms the linkages indicated in this
specification (see Stryker & Burke, 2000); it also suggests the need for refining and amplifying
the conceptual resources of identity theory to expand its explanatory power. Stryker (1987)
believes that master statuses (e.g., ethnicity, gender) can be incorporated into the theory by
recognizing that both at times have the characteristics of role identities and that often they
serve as modifiers of role identities (as in female lawyer). Serpe (1987) demonstrates that
commitment has two partially independent components—affect and interaction—and that
introducing this distinction in research clarifies relationships of commitment to identity
salience and identity salience to role behaviors. Stryker and Serpe (1994) show that introduc-
ing the psychological centrality (Rosenberg, 1979) of identities along with identity salience
adds to the understanding of how commitment links to role choices. Ervin and Stryker (2001)
propose incorporating self-esteem into the identity theory model to expand the scope of that
model considerably. Stryker and Burke (2000) offer a consolidation of their respective identity
theory emphases, the former’s focus on the ways in which social structures link to identities
and the latter’s on internal processes of self-verification, which promises a more complete
understanding of the reciprocal relation of self and society. Second, this research evidences the
capacity of identity theory to sustain a programmatic (rather than a scattershot) approach to
research on issues of identity.

Earlier, it was said a paradox of freedom and constraint poses interesting and important
social psychological questions. An extended identity theory can deal with these questions
provided freedom and constraint are defined to allow direct or indirect observation. Concep-
tualizing freedom as the degree to which persons exercise choice, constraint as the degree to
which choice cannot be exercised meets this proviso. But persons can choose only among
available options. So conceived, freedom can be measured by the range of realistic alternatives
open to actors; constraint by limitations on this range. This conceptualization permits the
question: What expands or contracts action alternatives available to actors? Consider what
expands alternatives. To exist and have reasonable probability of enactment, alternatives must
be symbolically present in thought: we cannot choose what we can or do not conceive of
doing. To be viable, alternatives must attach to self; we are not likely to choose what we can or
do not conceive we can or would do. To be probable, alternatives must relate to salient
identities; if not, they are unlikely to emerge in a situation. For identities to be salient, they
must link to networks of relationships to which persons are highly committed. For a given
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alternative to have high probability of being chosen, some networks must be organized around
that set of actions. Otherwise, little social support in existing networks is likely available,
making the actions unattractive. For social networks to support action alternatives in some
degree oppositional, the networks must be independent of one another. If not, they are likely to
evolve equivalent norms and remove alternatives. To support oppositional alternative actions,
networks must be relatively open. If not, persons’ access to multiple identities with attached
varying and oppositional alternatives will be restricted. For networks to be open yet indepen-
dent, society must have crosscutting boundaries and mobility across boundaries. Otherwise,
networks will consist of persons sharing the same characteristics or persons will be unable to
resist conformity pressures from networks they cannot escape. The same elements (with
different values) account for constraint. Societies with few independent networks and little
social mobility are unlikely to permit or support multiple independent identities calling for
alternative, especially oppositional actions. When not symbolically present, attached to salient
identities, or supported by networks to which persons are highly committed, alternatives have
low likelihood of being chosen.

CODA

The story of identity theory’s development illustrates what is needed to move from the
level of frame to the level of theory derived from a frame. In so doing, it suggests the challenge
that faces those sociologists who believe the ideas reviewed in this chapter are worthy of their
serious consideration and that serious consideration must involve translating the ideas into
testable theory made to confront empirical evidence. Identity theory per se is a small theory
applicable to a restricted albeit important social psychological issue; expanding the theory’s
explanatory scope requires expanding its repertory of concepts. However, its potential is wide,
as illustrated by the theoretical attempt to deal with the broad issue of freedom and constraint
in social life. A framework is a heuristic, and heuristics change as the questions of persons
using them shift. That humans live in a historical social world guarantees new questions will
be asked, existing concepts of a framework reformulated, and new concepts introduced. This
chapter has been written in the belief that the sociological traditions of symbolic interaction-
ism provide a strong and lasting basis for such further development .
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CHAPTER 12

Role Theory

RaLpH H. TURNER

Role theory deals with the organization of social behavior at both the individual and the
collective levels. Individual behavior in social contexts is organized and acquires meaning in
terms of roles. Work responsibilities in organizations are organized into roles, as is participa-
tion in groups and in society. Consequently, role theory is one key element in understanding
the relationships among the micro-, macro-, and intermediate levels of society. At the individ-
ual level the concept of role begins, by analogy to the stage, with two observations: that (1) a
given individual may act and even feel quite differently in different situations or positions; and
(2) otherwise different individuals may behave quite similarly in similar relationships. At the
various collective levels, groups, organizations, and societies function by differentiating sets
of tasks, each of which is assigned to or assumed by particular individuals. At both levels, it is
important to understand that role refers to a cluster of behaviors and attitudes that are thought
to belong together, so that an individual is viewed as acting consistently when performing the
various components of a single role and inconsistently when failing to do so.

Versions of role theory that begin at the collective level are referred to as structural
theories. Ralph Linton (1936) defined role as the dynamic aspect of status, contending that
every status in society has an attached role and that every role is attached to a status. While
Linton defined status as a collection of rights and duties, subsequent usage came to view status
as position and role as the expected set of rights and duties. Attempts to enumerate the duties
attached to particular statuses soon led Newcomb (1950) and Dahrendorf (1973) and others to
distinguish between expected obligatory and optional behaviors and forbidden behaviors for
persons occupying specific positions in social structures. Recognizing that some of these
structural approaches were overly deterministic and static, Merton (1957) and Gross, Mason,
and MacEachern (1958) offered more dynamic theories in which roles are viewed as the foci of
often conflicting expectations from the various alter roles with which they interact. Merton
went so far as to propose that the occupant of a position played a set of roles (role set), each
corresponding to an alter role, and offered a theory of how an occupant reconciled or otherwise
dealt with these conflicting expectations. The essential dynamic of all these structural theories
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is that role players are guided by a set of expectations that are either internalized or experi-
enced from external sources, or both, and are judged and judge themselves according to how
well they conform to the expectations. An important research question becomes: When and
under what circumstances do people comply with what others expect of them (Biddle, 1979)?

In contrast to the various structural theories, interactional role theory starts from the
patterning of social interaction among individuals and groups of individuals. Most structural
theorizing starts with the implicit assumption that the status or position antedates the role and
that the role is in some sense imposed on the individual. This assumption is an often useful
partial truth when the origins of roles and statuses are not at issue. But interactional theorizing
assumes that the patterning of behavior that constitutes roles arises initially and recurrently out
of the dynamics of interaction and that statuses and positions arise to place roles in a social
organizational framework. This interactional approach involves casting the net wider than
most structural approaches do, defining role as a comprehensive pattern for behavior and
attitude that is linked to an identity, is socially identified more or less clearly as an entity, and is
subject to being played recognizably by different individuals. Four broad types of roles are
included in this definition. The most inclusive are basic roles (Banton, 1965) such as those
associated with gender, age, and social class identities. They are basic, both in the wide range
of situations to which they apply and in the ways in which they modify the content and control
access to other kinds of roles. Position or status roles are linked to positions in organizations
and formally organized groups. Occupational and family roles are typical examples. Position
or status roles, along with basic roles, are the standard fare of structural theories. Functional
group roles (Benne & Sheats, 1948) are the unformalized behavior patterns that emerge
spontaneously as individuals acquire situational identities during sustained interaction in a
group setting. They include such roles as “leader,” ‘““follower,” *“‘counselor,” ‘“‘mediator,”
and “devils advocate.” Value roles, like functional group roles, emerge spontaneously but are
attached to very positively or negatively valued identities. “Hero,” “saint,” and “villain” are
common examples. Interactionists see the dynamics of functional group roles and value roles
as fundamental to understanding more structurally grounded roles.

Interactionist theory attempts to deal with at least four questions that often have been
neglected by structural theorists: (1) What are the dynamics of disvalued roles? Under the
structuralists’ expectation—conformity—social approval formula, it is difficult to understand
deviant roles except in the context of a deviant subculture. Is there a formulation that will
explain disvalued and valued role dynamics equally well? (2) How can a theory of roles apply
equally well to roles that are and are not formalized in organizational structures? (3) How and
when do roles change, as we know that even such formalized roles as the police role, the
teacher role, and the Christian churches’ ministerial role have done in the last century or two?
(4) How are we to account for creativity in role-playing, especially creativity that turns out
to be appreciated by others?

23

ASSUMPTIONS

1. Interactionist theory begins by postulating a tendency to create and modify concep-
tions of self and other roles as a key orienting process in social interaction. While roles viewed
as clear sets of identity-related expectations exist only in varying degrees of concreteness and
consistency, the critical observation is that people behave as if there were roles. Role is a sort
of ideal folk conception that constrains people to render any interaction situation into more or
less explicit collections of interacting roles. In attempting from time to time to make aspects of
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the roles explicit the actor is creating and modifying roles as well as merely bringing them to
light; the process is not only role-taking and role-playing, but role-making (Turner, 1962).

Even roles in such authoritarian settings as military, police, and corporate organizations
turn out, in critical situations, to leave a great deal to individual discretion. Stephen Ambrose’s
(1997) intimate account of battlefield behavior during World War II documents the prevalence
of role-making in even so authoritarian an organization as the army. Police and many other
occupational groups have held conferences in more or less vain attempts to specify their roles
more concretely. When subjects are asked to describe roles such as those of mother, father,
attorney, or teacher, they more often do so in terms of broad goals and sentiments than in terms
of very specific behaviors. Mother loves and cares for her child, but just how remains vague or
a matter of controversy. Jerald Hage and Charles Powers (1992) point out that there are often
alternative designs for particular role relationships: “Many stable configurations are possible.
Interestingly, the number of family and work forms has increased rather dramatically in recent
years” (p. 114). Only in a stagnant bureaucracy is the functionary who does everything strictly
“according to the book™ greatly admired. Recognition more often goes to the creative role
player.

2. George Herbert Mead’s (1934) discussion of ““taking the role of the other” identifies
another fundamental premise of interactionist role theory. Actors choose their own actions by
imagining the roles of those with whom they are interacting. Rather than playing the role
mechanically, they shape their own roles so as to interact effectively with the role they
attribute to the relevant others. Sometimes this is a matter of conforming to expectations, but
more fundamentally it is a matter of collaboration, opposition, or any of many other possible
relationships. This interrelationship goes beyond simply acting in response to the other’s
actions or expected actions, because roles are patterned clusters of actions. Taking the role of
the other involves understanding a cluster of actions into which any given action fits and which
supplies a basis for assigning meaning to the action in question.

3. Most social roles exist in pairs or sets. There could be no teacher role without a student
role, no leader role without a follower role. Social roles that are not part of a pair or set involve
interaction with other incumbents of the same role. For example, the role of friend presumes
a friend to interact with. Thus roles are linked through distinctive role relationships.

4. Role-taking presumes some prior familiarity with the role of the relevant other. This
understanding may come partially out of projection, i.e., imagining what I would do if I were
in the other’s position. But it requires some learning of a more generalized role conception.
Such generalized role conceptions may be specified organizationally, conveyed in the culture,
and formed from accumulated past experience.

5. The prevalence of role-making is balanced by a tendency for the broad outline of roles
and sometimes quite specific role elements to become normative. This tendency has at least
two roots. First, because of the linkage of roles through role relationships, changes in a focal
role threaten the stability of relationships and force some change in relevant alter roles. The
general principle is that when alter’s behavior is dependent on a particular pattern of behavior
in the focal role, alter will feel that the focal role incumbent is obligated to continue the
relevant behavior. Second, a basic level of predictability is essential for social relationships to
continue in any group, organization, community, or society. Abrupt or radical changes in roles
undermine predictability and provoke anxiety. Hence there is a general tendency to assume
that established role structures constitute the framework within which social life ought to be
carried on. This observation does not mean that gradual change is not common, nor that abrupt
and radical role change cannot be forced on a populace. But it does mean that many people will
continue to view such changes as morally or ethically wrong.
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ROLE DIFFERENTIATION

An interactional theory, which assumes that roles are continuously being remade in
relation to relevant other roles, must begin by identifying the bases on which roles are
differentiated. The tendency for actions and sentiments to be differentiated into roles is the
most fundamental observation underlying role theory and should be the foundation on which
any theory is built. Differentiation means sorting out and separating different actions and
sentiments and combining them into separate roles. Differentiation also means the accretion of
behaviors and sentiments as they are added to particular roles. I will suggest three principles
that explain the manner in which differentiation into roles takes place. I call these principles
Sfunctionality, representationality, and tenability. Their relative importance will vary from role
to role and setting to setting (Turner & Colomy, 1988).

Functionality

The functional principle is clearest when roles are understood as a division of labor by
which some collaborative goal is to be achieved. Tasks are initially divided up so that every-
body is not trying to do everything. A baseball team without players assigned to individual
positions would be chaotic. But there are more and less effective and efficient ways to divide
up tasks. The division of responsibilities between, for example, shortstop and second baseman
often has been tested and adjusted for greater effectiveness. Over the years, football teams
have reorganized players’ roles so as to win more games. There are three chief bases for
making role differentiation functional, namely (1) differentiation by associated skills, knowl-
edge, and dispositions; (2) differentiation according to the diversity of actual or potential
incumbent characteristics; and (3) differentiation to minimize incompatibility of goals and
means.

The simplest and most rational basis for clustering activities into particular roles is the
association principle. It is obvious that there should be differentiated physician and attorney
roles because the same underlying knowledge of the human body is necessary for a variety
of medical tasks and a fundamental understanding of law is needed for a variety of legal
tasks. As the underlying body of knowledge and skills grows, further differentiation is
functional, so the physician role becomes differentiated into orthopedists, rheumatologists,
and other specialists. Then the orthopedist role breaks down into spinal specialists, foot and
ankle specialists, and more. Likewise, the differentiation between physician and patient and
between attorney and client assumes a different level of specialized knowledge and a distinc-
tion between giving and receiving orientations.

The association of activities also may be based on location. Traditional differentiation
between husband and wife roles may have been substantially based on grouping activities
performed in and near the home as the wife role and activities performed away from home as
the husband role.

The second principle of functional differentiation takes account of the variability in the
talents and dispositions of potential recruits to the role system. If the population varies in levels
of literacy, relevant roles are likely to be differentiated according to the level of literacy
expected or required of role incumbents. If the population varies in such personal dispositions
as aggressiveness and submissiveness, coarseness and gentleness, insensitivity and empathy,
the clustering of activities by roles will tend to take account of these dispositions.

In considering functional role differentiation according to variable talents and disposi-
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tions it is important not to fall into the trap of assuming an Adam Smith form of “invisible
hand” at work. Keeping in mind the tentative and testing nature of social interaction, we may
safely assume that human intelligence often will recognize or discover more effective ways to
utilize the diversity of talents and resources among potential role incumbents, and that the
more effective differentiations will become customary and transmitted in the relevant culture.
But there are two important limitations to role differentiation on this basis. First, differentia-
tion is primarily based on what interaction participants believe are the talents and resources of
different categories of people, which are not often reality tested. During World War II when
it was necessary to assign unprecedented leadership responsibilities to young military and
naval officers and equally unprecedented factory jobs to women, it often was noted with
surprise how satisfactorily young officers and women mechanics could perform their roles.
Second, existing patterns of role differentiation often create or perpetuate the putative differ-
ences in talents and resources on which functional differentiation is based. This observation
applies especially to basic roles such as gender, age, race, and ethnicity. For example, beliefs
about the limited capacity of women to master mechanical tasks were reflected in early school
socialization patterns that provided woodshop courses only for boys and cooking classes only
for girls. Since the more formally institutionalized position roles typically involve preliminary
stages of selection and role socialization, assumptions about differential capabilities are
typically made real by differential role allocation.

To be functional, the clustering of goals, activities, and sentiments to form a role must
maximize mutually reinforcing elements and minimize contradictory effects. If two different
activities contribute to the same goal, they are candidates for inclusion in a single role. If
two activities have opposite effects, they are likely to be split off into separate roles. The latter
observation finds formal legal recognition in the conflict of interest principle. In order to avoid
conflict of interest, the roles of judge and prosecutor must be sharply separated, as must referee
and coach in sporting events and advocate and mediator or arbitrator in labor disputes.

The most important contribution toward understanding nonobvious functional role differ-
entiation comes from studies of emerging functional group roles. Bales (1953) and Bales and
Slater (1955) advanced the hypothesis that, in task-oriented groups, two distinct leadership
roles will emerge. A task or instrumental leader assumes principal responsibility for seeing
that group tasks are performed and that goals are reached. The task leader has to override
conflicting ideas about how to achieve goals and must pressure group members to concentrate
on group goals. In doing so, the task leader is likely to ruffle some feathers and stir up antagon-
isms that, if they become serious enough, could undermine the leader’s efforts. As a result
there often emerges an expressive or social-emotional leader role. The expressive leader
works gently to soothe hurt feelings and resolve interpersonal hostilities in the group so that
members can concentrate more effectively on group goals. Task leaders are unlikely to be able
to incorporate these expressive functions into their role because they are seen as insensitive in
their pursuit of group goals. While this hypothesis arose out of laboratory studies of small task-
oriented group interaction, the principle extends to leadership roles in many large formal
organizations. The CEO role is task leader and a personnel officer, industrial relations officer,
or other high-level functionary is responsible for uncovering and dealing with employee
dissatisfactions. Often in universities the teaching assistant (TA) role incorporates expressive
leadership, since students are more willing to express anxieties and dissatisfactions about a
course to the TA than to the professor (as task leader).

The hypothesis of task and expressive role differentiation has been offered as an explana-
tion for traditional differentiation between father and mother roles and extended to the more
basic gender role differentiation. However, cultural change and widespread cultural and
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individual differences have called the explanatory value of this hypothesis in relation to gender
roles into question.

Further research into emerging leadership roles in small groups produced an important
qualification to the leadership role differentiation hypothesis. Later experimental work with
small task groups revealed that in many instances a single leader was able to perform both
leadership functions. When cases were compared, it turned out that the differentiation of
leadership roles occurred most often when group members had only a weak commitment to
group goals. When there was strong member commitment to group goals there was little if any
need for a separate expressive leader. Hence the limited utility of this theory for explaining
family roles and roles in many voluntary groups (Burke, 1968).

There are more broadly applicable limitations to functional differentiation to minimize
conflicting effects. First, conflict of interest is much in the eye of the beholder, so that there is
wide cultural variation in what is viewed as a conflict of interest. For example, in many
societies there is no felt need to separate prosecutor and judge roles. Similarly, in contempo-
rary Western societies the combination of these two functions in the parent role is not seen as
a conflict of interest. Second, in a highly stratified society or organization, conflict of interest is
unlikely to become an issue so long as it chiefly affects the rights of subordinate classes.

Representationality

William F. Whyte (1955), in his pioneering and classic study of Boston’s “street corner
boys,” reports that at election time the boys stuffed ballot boxes and in other illegal ways tried
to influence the outcome of balloting. Seeking to maintain his rapport with the group, Whyte
joined in some of these activities. But he found that the “‘boys™ were surprised and even
disconcerted by his participation. Whyte then realized that in his role as a trusted observer of
the “‘boys,” he need not have participated in their illegal behavior. Here was a pattern of
understood and accepted role differentiation based not on functionality but on what the roles
represented. The point is that a role may incorporate an image and the components of the role
are selected for consistency with that image.

The clearest examples of representational differentiation are value roles. A paraphrased
dictionary definition of ‘“hero” is a person of distinguished courage or ability, admired for
brave deeds. But there is much more than bravery and ability to being a hero. As many people
fitting this definition have learned, much is expected of a hero. In the United States the hero is
expected to accept and appreciate public adulation, do good deeds to reflect a heroic disposi-
tion, and display great wisdom in realms unrelated to the initial heroic act. The putative hero
who shuns public adulation or eschews good deeds quickly loses the heroic identity, as some
astronauts and sports stars have learned. The point, again, is that a conception of the role of
hero is conveyed in the culture. The hero role is differentiated out in terms of an image: what
the hero represents.

Deviant roles are similarly differentiated so as to concentrate negatively valued charac-
teristics. The murderer, the thief, the rapist are imagined also to be unfriendly neighbors and
unfaithful husbands and parents. Encounter with a known murderer who appears to be a ““nice
person” is likely to be disorienting; how, indeed, does one engage in small talk at a Boy Scouts
parents meeting with a father who was recently reported in blazing headlines as having
attempted to kill his wife and mother-in-law? One may view these images as merely sterco-
types, but as role conceptions they make it difficult for the deviant to participate normally in a
range of social settings.



ROLE THEORY 239

While some roles appear to be differentiated primarily on representational grounds, it is
far more common that roles that are basically differentiated functionally acquire an overlay of
representationality. The young husband, while hanging out washing to dry, who calls out to
his (male) neighbor, “I'm doing it but I don’t believe in it!” expresses a representational
aspect of a traditional husband role. The differentiation of work roles between head and hand
work, clean and dirty work, dignified and menial work, light and heavy work, or sacred and
profane work is as much or more representational than functional.

It is a plausible hypothesis that representationally differentiated roles are more resistant
to change than functionally differentiated roles. Although the fact that change in any func-
tionally differentiated role requires complementary changes in relevant alter roles is a source
of resistance to change, constructive adaptation to conditions under which roles are played
surely will win out when functional considerations are paramount. But the way in which a role
is viewed both from outside and by role incumbents is usually quite slow to change. As a
result, a functionally differentiated role that has been heavily overlayed with representa-
tionality may become quite dysfunctional yet still endure with little change.

Several conditions contribute to the overlaying of functionally differentiated roles with
representational elements. The need to find concrete embodiment of both strongly positive
and strongly negative values in human behavior is the most widely applicable basis for
representational differentiation, whether as functional role overlay or as the primary basis for
role differentiation. To the religious person, the minister or pastor role can be an inspiration to
godly behavior. What the President of the United States represents as a public symbol was
paramount in the impeachment trial of President Clinton in 1998.

When role incumbents have been recruited from distinctive populations, the role concep-
tion tends to become imbued with an imagery that reflects the way the relevant population is
viewed. Popular conceptions of the role of farm worker in the US Southwest are inextricably
merged with local stereotypes of Mexicans, as were the cotton-picker role and stereotypes of
blacks in the old South.

Roles tend to acquire representational overlays when closely associated alter roles are
strongly representational. Lawyers’ roles are differentiated according to the evaluation of their
clientele, so that lawyers who handle petty criminal cases have less prestige and fewer
privileges than corporation lawyers. It is accepted as natural that the university professor is
paid more and has greater freedom than the elementary school teacher, at least partly because
of whom they teach. When particular roles come into a protracted relationship of conflict or
competition that becomes of concern to the larger community, there also is a tendency to
enhance their differences representationally.

Representational differentiation also occurs when role interchangeability is marked.
Interchangeability refers to the fact that the same behavior enacted as part of different roles
can have quite different meanings. Giving advice can be part of a helping role or of a
domineering role. The very similarity of behavior in two roles to which the appropriate
response is quite different calls for a pattern of imagery that makes them seem more different
than they are (Turner & Shosid, 1976).

Tenability

In speaking of functionality and representationality we are addressing primarily the
relationship between a focal role and relevant alter roles. But regardless of how functional a
role might be or how clear and even admirable the image it projects, a role must have incum-
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bents who are able and willing to play it. Tenability is a matter of the balance and nature of
benefits and costs to the role incumbent, always in relationship to viable alternatives. Ten-
ability contributes to the character of a role through tendencies to add or enhance benefits and
to minimize or offset costs. To understand tenability we must distinguish between consen-
sually and nonconsensually valued benefits and costs. Pain and suffering are illustrative of
consensual costs, while a good income, prestige, and respect are consensual benefits that may
come with a role. But even with these examples, the relative importance and threshold levels
will vary by individuals and by groups of individuals, so they are not perfectly consensual.

When rewards and costs of a role are consensually valued, a power principle and a
compensatory accretion principle govern the pattern of tenability-based role differentiation.
The power principle is simply that individuals and groups with more power are able to
construct roles with a more favorable balance of benefits and costs than are the less powerful.
Once again, this principle underlines the significance of the population from which role
incumbents are drawn. The articulation with a system of social stratification works in both
directions: Roles that recruit from lower social strata have fewer benefits to balance higher
costs, because role incumbents have few alternatives; reciprocally, roles with a relatively
unfavorable balance of benefits to costs can only recruit from disadvantaged populations.
While in some versions of exchange theory there should be an almost automatic balancing of
benefits and costs, the observed tendency is for roles to accumulate a disproportionate range of
benefits or of costs, depending on the population from which the role recruits incumbents.

Compensatory accretion works in part to offset an unfavorable balance of benefits to
costs. When lack of alternatives locks incumbents into a disadvantageous role, they often de-
vise ways to enhance their control and seek to cultivate potential but normally unappreciated
gratifications in the role. For example, part of the lore of the naval enlisted personnel is an
accumulation of folk wisdom about how to get favors from officers and how to avoid compli-
ance with their orders or escape punishment after noncompliance. It is well known that slaves
often have understood their masters better than masters understood slaves and have used this
understanding to improve their role benefits-to-cost ratio. There may be truth in the popular
belief in “women’s intuition,” as learned and transmitted skills enabling women in their
traditionally subordinate positions to offset to some degree the unequal power men exercised
over them by understanding men better than they are understood and by transmitting their
understanding to their daughters.

Among the socially most important role benefits are prestige and esteem. Kingsley Davis
(1949) distinguished between the prestige that is derived from mere incumbency in a highly
respected role and esteem based on the adequacy with which the role is performed. One may
have considerable prestige as a physician, a corporation CEQ, or even a university professor,
but be accorded little esteem as a “‘quack doctor,” Dilbert’s boss, or a dull teacher. In some
situations there is a balancing of prestige and esteem, so that a superior carpenter or creative
electrician may win more respect than a doctor whose medical knowledge and skills are out of
date. Emphasis on esteem is an important compensatory benefit that is often savored and
exploited in low-ranking roles, as when the legendary John Henry becomes a folk hero and
role model.

Role-incumbent populations often differ in their evaluation of particular benefits and
costs. The difference may be so great that what is a benefit to one population may be a cost to
another and vice versa. Risk, for example, may be a cost to most elderly, while it is often a
benefit to young people. The governing principle of tenability in case of nonconsensually
valued benefits and costs is the fir between role and personal dispositions. In most instances
this means the extent to which a role affords opportunities for incumbents to affirm or enhance
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their self-conceptions, though it can also be a matter of talent, ability, and resources needed in
order to play a role successfully.

The relationship between role and self-conception is reciprocal. On the one hand, social
roles provide the principal organizing framework for the self-conception. In spite of what
others might regard as excessive costs, incumbents whose work roles constitute careers may
find identification with the career a sufficient offsetting benefit, bolstered by an enhancing
career mythology. But lower status or ephemeral work roles may provide little anchorage for
the self-conception, in which case more consensual assessments of benefits and costs are
usually paramount.

On the other hand, when social structural and other conditions foster role—person merger
(Turner, 1978; and below), any discrepancies between role and self-conception cause a strain
to reconstruct roles into fuller congruity with self-conceptions. In lowly occupations there
often have been organized movements to identify the occupations as professions or take on
responsibilities ordinarily assigned to a role accorded higher status.

It is clear from this discussion that there is a close relationship between tenability and
representational aspects of role differentiation, especially when role—person merger is high.
With regard to consensually valued benefits and costs, high self-esteem and status conscious-
ness motivate people to seek identification with prestigious representations, while those with
low self-esteem more readily settle for less prestigious roles. With respect to nonconsensually
valued benefits and costs, such self-conceived qualities as toughness or gentleness or intellec-
tuality or nurturance dispose people to choose congruently representational roles for strongest
identification.

Similarly, tenability is related to functionality. For most people, and especially for those
whose self-conceptions emphasize personal effectiveness, high functionality makes a role
more tenable. In teaching, for example, evidence that students are learning becomes an
important role benefit, while negative evidence becomes a cost. These are but limited illustra-
tions of the complex interrelationships among functionality, representationality, and tenability
in the shaping of roles by redifferentiation and accretion.

It is important to note that these three processes work both idiosyncratically, as each
individual engages in personal role-making and collectively as groups or populations of
recruits and potential recruits combine forces to create and recreate culturally based role
conceptions.

Role Persistence

There is a tendency for role structures, once more or less stabilized, to persist in spite of
changes in the actors who play the roles. This tendency arises out of the complementary nature
of the roles in any group or organization. If a fairly stable pattern of interaction or division of
labor has developed in which each role has a recognized set of functions, the group comes to
depend on having someone perform each role’s functions. Less modification of the relevant
alters’ roles is required if the same role is refilled than if the functions were absorbed somehow
into other roles. A polarized group may need someone to play a mediator role; any group may
come to depend on a jokester role to lessen potentially disruptive tensions.

Role persistence is also observed in cases where role appropriation occurs. Perry, Silber,
and Block (1956) applied this term in their study of family responses to disaster. In some
instances, when a parent became disorganized and assumed a childlike role of dependency, a
child suddenly blossomed into responsibility and took over the responsible parent role.
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ROLE ALLOCATION

Complementary to role differentiation is role allocation: the attachment of individuals
and categories of individuals to particular roles. In Linton’s (1936) structural role formulation,
he emphasized a distinction between ascribed and achieved statuses. The individual has no
choice with respect to ascribed statuses such as male or female, white or black, youth or elder,
and occupation in caste societies, and is expected to play the roles appropriate to these statuses.
Achieved statuses in more modern societies, such as occupations, must in some way be chosen
and earned by potential incumbents. Linton and others have noted that in most of the world’s
societies, throughout most of history, most statuses with their attached roles have been
ascribed. Only in recent history and in more developed societies has a vast range of statuses
and roles been open to achievement.

While acknowledging the usefulness of the ascription—achievement distinction, inter-
actionists understand role allocation as more often a process of negotiation between potential
role incumbents and relevant alters. Allocation processes work from two directions, with the
potential incumbent choosing and working toward a particular role allocation, while relevant
others affirm or impede the choice and often seek to assign the individual to a particular role. In
the case of functional group roles and value roles in particular, behavior intended as perfor-
mance of one role may be interpreted by others so as to cast the individual into quite a different
role than intended. For example, the would-be group leader can be cast by associates into the
role of disrupter and the would-be helper can be cast into a domineering role (Turner & Shosid,
1976). Weinstein and Deutschburger (1963) have suggested a concept of altercasting to
identify a process whereby the incumbent of one role attempts to play his or her role in such a
way as to force alter into a particular role that may not be of the latter’s choosing.

When strangers interact there is an initial, sometimes frantic, mutual effort at role
allocation. Until this is accomplished, the meanings of all but the most trivial and conventional
exchanges are difficult to interpret. The comment, “I don’t know what to make of him!”
expresses the frustration of unsuccessful efforts at role allocation. Role allocation is not fully
accomplished until relevant alters interact with the focal person on the basis of the same role
that he or she is performing.

We have observed earlier that role structures tend to persist. Similarly, role allocations
tend to become stable and often difficult to change. In a discussion group someone may be
allocated the role of intellectual and will then be called on to clarify difficult issues whenever
they arise. Someone who has been allocated the mediator role will be expected to start the
reconciliation process whenever dispute becomes intense. Someone who has been allocated a
troublemaker role will find even constructive remarks and actions misinterpreted as efforts to
cause trouble.

The same principles of functionality, representationality, and tenability that govern
differentiation help to explain how role allocation occurs. The role incumbent must be able to
perform the role adequately (functionality). The image, however stereotyped, of an individual
or category of individuals must be consistent with the representational image of the role. As
always, the more powerful or otherwise favored individuals and populations achieve the most
desirable roles (tenability).

ROLES IN ORGANIZATIONS

Placement of a role in an organization supplies direction and constraint to the principles
and processes of role differentiation and allocation and brings them into more complex
relationships. We are now talking about position or status roles, each of which is linked to a
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defined position. Because organizations have goals and the component roles exist for the
benefit of the organization, all role processes must contribute, directly or indirectly, toward
organizational aims.

Because organizational goals are paramount and because of the complex division of labor
in large organizations, role prescriptions are more normative than in less formalized relation-
ships. Individuals typically have less discretion in the execution of their roles. The special
function of defining roles becomes important and is either explicitly a part of certain manage-
ment roles or becomes a role in itself. Legitimate role definers, often far removed from those
who play the targeted roles and their immediate alters, specify what role incumbents are and
are not to do and the criteria by which role adequacy is to be evaluated. While this formaliza-
tion of roles makes individual actors predictable and facilitates the organization’s work, it also
limits creativity and often prevents or delays needed changes in the way the organization
functions.

Working Roles

There always are discrepancies between role conceptions and role behavior. When these
discrepancies are widespread, the role conceptions may change to correspond more closely to
customary performance of the role. Such discrepancies are particularly prevalent with respect
to organizational roles because of the formalization, the separation between role definers and
role incumbents, and the organizational rigidity that resists prompt adaptive change. As a
result, role incumbents typically develop what might be called an informal or working role that
differs significantly from the formal role. The working role is not an example of individual
deviance. It is a set of shared understandings among role incumbents about how the role is to
be performed that differ in important respects from the formal role specification. When
workers and their employers are in a markedly antagonistic relationship, the informal role is
often developed so as to subvert the aims or regulations built into the formal role. Early studies
of informal organizational structures documented informal worker alliances to restrict factory
output (Roethlisberger & Dickson, 1947). Opportunities to enhance role tenability also can
lead to a working role that fosters corruption. Barker (1977, p. 364) writes:

The police occupation per se provides its members with numerous opportunities for corrupt acts
and other forms of deviance. In some police departments there is a social setting where this inherent
occupational structure is combined with peer group support and tolerance for certain patterns of
corruption. The peer group indoctrinates and socializes the rookie into patterns of acceptable
corrupt activities, sanctions deviations outside these boundaries, and sanctions officers who do not
engage in any corrupt acts.

More recent exposure of scandal in the Los Angeles Police Department reveals that such
antiorganizational worker roles still are not uncommon.

In contrast to these antiorganizational examples, as Edward Gross (1953) showed,
informal structures probably more often facilitate organizational aims. The working role
typically enhances the functionality, representationality, and tenability of a role when the
formal role definition is deficient in these respects. Functionally, formal roles are incomplete
and vague with respect to details of role performance and they fail to take account of changes
in significant alter roles. For example, formal definitions of the physician’s role leave vague
the criteria by which a physician decides to allow a terminally ill patient to die. Similarly, the
formal rules that define the policeman’s role often provide imprecise guidance in individual
situations. The individual physician or police officer is then likely to look to peers for a
consensus on how to proceed. Role incumbents often find better ways to perform their
responsibilities than those specified in the formal role and are quicker to recognize and by
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general agreement adapt to change in the execution of relevant alter roles. In the late 1960s, for
example, police found little guidance in their formal roles for dealing with a citizenry
increasingly losing respect for police and disposed to confront rather than to cooperate with
them. Police had to turn to their fellow officers to develop informal guidelines for dealing with
these newly developing situations.

Legitimate role definers are likely to overlook entirely the representational aspect of a
role. It then falls to the incumbents to incorporate into the working role elements that project a
clearer image of the role.

Perhaps the most important contributions to a working role come from the tenability
deficiencies in most formal role definitions. Manuals and organizational charts seldom address
the sensitive relationships between the role and those who will play it. For roles performed
under critical supervisory evaluation, the problem for the incumbent is to have a clear sense of
what is expected and of how well he or she is doing. When the formal role is vague, role
incumbents typically develop informally shared ideas of what they should be doing on an
hour-by-hour and day-by-day basis and criteria for deciding when they have done their jobs.
For example, a police lieutenant in charge of traffic officers in a large city commented that
officers shared the belief that they were expected to give a certain number of traffic tickets on a
regular basis, though there was no departmental policy to that effect. The official dictum that
they would be judged by their success in reducing automobile accidents within their jurisdic-
tions, regardless of whether they gave any citations or not, left the role too vague and the
attainability of the goal too uncertain. By agreeing among their fellows on what constituted a
good day’s work and making their duties more specific and more fully under their control, they
made the traffic police role more tenable.

Intrarole Conflict

While even highly formalized role prescriptions remain vague in critical respects and es-
pecially in unanticipated situations, the formalizations often are internally contradictory. The
very complexity and hierarchical nature of organizations insures intrarole conflict. On the one
hand, each differentiated role in an organization conveys responsibility for performing func-
tions and the skills relevant to their performance. On the other hand, organizations are
hierarchical and each specialist, no matter how competent, is subject to authority from above.
Should the author of an important policy report modify the recommendations at the behest of
a superior who commissioned the report? The conflict between expertness and hierarchy is
nowhere clearer than in the case of the US Navy disbursing officer who is held fiscally
responsible by the General Accounting Office but is expected to respect the authority of
officers of higher rank. If a particular payment sought by a commanding officer is deemed
illegal, higher authority is likely to expect the disbursing officer to find a way to make the
payment—to be “‘a can-do paymaster” (Turner, 1947).

The complexity of organization also contributes to intrarole conflict because the focal
role involves interactions with multiple alter roles, each of which incorporates a somewhat
different understanding of the focal role, reflecting their respective interests and values
(Merton, 1957). The elementary school teacher, for example, must respond to often conflicting
expectations from students, parents, and supervisors. Intrarole conflict also occurs because
roles often incorporate multiple functions. While limited time and resources often preclude
equal attention to all functions, the effective performance of one function may undermine the
performance of another function, requiring ideally a delicate balance in executing the role.
This is the case when both task and expressive leadership, as discussed earlier, are vested in
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a single leader role. The teacher who should both maintain high academic standards and
maintain student interest and enthusiasm often finds it difficult to achieve the right balance.

Intrarole conflict is another potent source for formal role-working role separation. Incum-
bents share experiences and often reach peer understandings of how to handle such conflicts,
whether by agreeing to emphasize one function at the expense of another, denigrating the
expectations of certain relevant alters, or dealing with the hierarchy-expert dilemma. We shall
say more about how intrarole conflicts are resolved in a later section.

Office and Role

Everett Hughes (1937) observed that some organizational roles control behavior outside
of the organization to which they apply. The house painter or carpenter or receptionist is
seldom under critical organizational scrutiny when off the job. The role applies only to organi-
zationally relevant behavior: to the office. But the competence and trustworthiness of a banker
or physician or Christian minister who gambles on a day off from work or who dresses in a
sloppy fashion may be questioned. A nominee for US Supreme Court Justice was described,
somewhat derisively, in the newspaper as driving an “unwashed Volkswagen Beetle,” some-
thing that contradicted the dignity of this high judicial post. This tendency for the role to be
applied beyond the limits of the office is related to the importance of the representational
aspect of a role. Representational aspects of a role assume greatest importance when relevant
alters must place special trust in the focal role incumbent and when the focal role is responsible
for protecting or promoting an important value.

ROLES IN SOCIETY

Functional group roles are anchored in particular groups and may have no carryover to
other groups or larger settings. Position roles are anchored in particular organizations and
may have limited if any carryover to different settings. But basic roles and value roles tend to
apply across all group and organizational boundaries. Consequently, we say that they are
anchored in society at large. The tendency for gender roles, for example, to affect participation
in organizations and informal groups is illustrated by the frequency with which women are
assigned responsibility for preparing minutes or serving coffee. While someone often may be
able to escape from an uncongenial role by changing groups or organizations, the basic or
value role is carried with one from setting to setting.

There appears to be some tendency for similar roles in different contexts to become
merged and identified as a single role recurring in different relationships. For example, when
we hear that someone becomes CEO of a corporation, we have at least an orienting idea of
what is expected of him or her, based on the responsibilities of CEOs in other companies.
Furthermore, roles in situations of limited generality and social significance tend to be shaped
in accordance with roles in situations of greater generality and social significance.

Allocation Consistency and Interrole Conflict
Individuals play several roles, and this raises the question of consistency or inconsistency

among the roles they play. When a person plays roles that call for contradictory kinds of action,
such as kindness versus aggressiveness, openness versus scheming, or impartial judgment
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versus friendly or familial bias, we speak of interrole conflict. To a considerable extent,
contradictory roles played by the same individual do not come into conflict because society is
compartmentalized. The jurist who is committed to be “tough on crime and criminals™ in
court can be forgiving of her children’s offenses within the family. The “tight-fisted” business
man can be “generous to a fault” toward his friends. Role incumbents are unlikely to
experience any sense of contradiction between roles thus compartmentalized. Furthermore,
there is a tendency for individuals to be allocated to compatible roles. For example, the jurist
noted for his impartial judgment will be called on to preside over potentially controversial
discussions in his club or church.

Deviant Roles

Deviance is of two kinds, namely, socially disapproved behavior (moral deviance) and
physical or mental deficiencies that affect ability to perform roles in the usual way. Occasional
minor morally deviant behavior may be reflected in evaluations of lowered role adequacy but
seldom leads to deviant role allocation. But single acts of severe deviancy, such as murder,
armed robbery, or an episode of insanity, or repetitive acts of minor deviance typically lead to
deviant role allocation. As we have mentioned earlier, the specific deviance is generalized to a
more comprehensive pattern of deviance, met with distrust, social avoidance or ostracism, and
more punitive responses from the community. While the community conceives of these
responses as steps toward reforming the deviant, they more typically have the effect of
isolating the deviant who is forced into the company of other deviants, making reform more
difficult, as labeling theorists have pointed out (Lemert, 1951) The representational aspect of
the role becomes dominant to alters, while escaping the role or making it tenable becomes a
dominant concern of the role incumbent.

When the individual is altercast into a deviant role revolving about competence rather
than moral failure, such as the blind, the cripple, or the limited intelligence role, social expec-
tations and pressures tend to force the incumbent into a limited pattern of activity. Robert Scott
(1969) has shown how social agencies formulated a blind role into which the blind person must
fit in order to receive necessary services and resources. Many individuals resist this altercast-
ing, employing a variety of tactics of deviance disavowal (Davis, 1961), ranging from the blind
person refusing to carry a white cane to much more assertive claims to normality.

From the point of view of tenability, there are benefits as well as costs to deviant roles,
even though the latter usually outweigh the former. The principal benefit is freedom from
many of the responsibilities of “normal” people. In such cases there may be a pattern of
deviance avowal (Turner, 1972). Deviance avowal may be practiced to neutralize a personal
commitment to conventional values, as well as to resist demands from alters. Willard Waller’s
(1930) interviews with divorced persons who had been raised to view divorce as an unthink-
able sin revealed some telling examples. In one case the divorcee had reportedly attempted to
overcome guilt by deliberately frequenting prostitutes and in other ways violating his own
moral standards so as to neutralize his commitment to his own moral outlook.

Talcott Parsons (1951) formulated the concept of a sick role as a temporary role that
grants the incumbent freedom from many usual responsibilities. The privileges of the sick role
include exemption from social responsibilities and the right to expect to be taken care of and
otherwise helped by family members, close friends, and the medical establishment. But these
privileges are contingent on the incumbent’s performance of the role obligations to want to get
well and to seek medical advice and cooperate with medical experts. The specific nature of
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these privileges and obligations and the specific procedures and criteria by which the individ-
ual is “certified” as eligible for the sick role are culturally quite variable (Gordon, 1966). The
idea of a sick role can be generalized to a class of such exemptive roles, including a bereave-
ment role, a drunken role (MacAndrew & Edgerton, 1969), and in some societies a “stress
role” (Hogan, 1984). In all these exemptive roles the privileges are withdrawn after what is
considered a reasonable period for recovery. In this respect they differ from disabled roles,
which carry a lifetime insulation from selected responsibilities.

ROLE AND PERSON

While roles can be viewed organizationally and societally as at least vague frameworks
for individual action, real persons must learn and hold role conceptions and enact roles,
including dealing with both intrarole and interole conflict.

Role Learning

The idea of roles is learned by small children as they observe how different people act
toward them and each other and discover the different privileges and obligations accorded
boys and girls and younger and older children. Much of the actual learning of roles begins as
very young children play at being mother, father, and baby, and children correct each other
when they stray from an imagined script. But the critical observation is that roles are learned in
pairs or sets. In order to play the role of a child one must develop at least a rudimentary
conception of the roles of mother, father, older sibling, and others with whom one interacts
frequently. The principle that one learns the most relevant alter roles in the process of learning
one’s own role continues throughout life. In school, students learn a great deal about the role of
teacher as that role relates to students. The key to such learning is discovering what works in
dealing with the teacher and what kinds of responses to expect to behavior in the focal role.
This learning facilitates role transitions, as from child to parent, student to teacher, and
employee to employer. This learning is not complete, since it supplies little guidance to
relationships with the parent, teacher, or employer’s other important alters. But it is an
important first step in role learning.

The early learning of roles has more to do with representationality and tenability than
with functionality. Children’s play sharpens the role images: who is good and who is naughty,
who has the right to give orders and who must comply with orders, who is interesting and who
is dull. Awareness of tenability comes early as children compete to play at the “best” roles.
Functionality comes later as the learners enact roles purposively with real consequences and
begin to discover whether their playtime role conceptions work in real interaction.

Early and throughout the learning process the learner finds role models whose patterns of
behavior are unwittingly or deliberately incorporated into one’s own role conceptions and
behavior. Parents, elder siblings, prestigious peers, popular heroes, and figures from books and
other media are common examples.

Thornton and Nardi (1975) proposed that role learning takes place in a sequence of four
steps. The anticipatory step takes place before role incumbency through media depictions and
familiarity with people who play the role. Anticipatory learning tends to be stereotypical. The
Sformal step comes with the start of role incumbency, involving prescriptions for behavior
more than attitudes. The formal step is followed by an informal step, marked by a loosening
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up and recognition of the range of variability with which a role may be played. As the
incumbent becomes more competent and comfortable in the role there comes a personal stage
in which one develops an idiosyncratic version of the role that suits the individual’s unique
disposition. Thus role learning proceeds from being fitted into a preestablished social mold to
making a version of the role that is comfortably and expressively ones own.

Role learning has implications for the broader process of socialization, since most
learning of values and norms takes place initially in the context of particular roles. As a result,
there is no automatic carryover of values learned in one context to other contexts; hence, what
we often call hypocrisy. A further stage of learning is required for values and norms to be
generalized beyond the roles in which they are first learned.

Role and Person Merger

Because people play different roles in different contexts, roles have sometimes been
regarded as only superficial clues to individual identity or personality. Roles often can be put
on and taken off like work clothes and play clothes. The confidence man is a prototypical
example of one who assumes and sheds roles at will according to shifting self-interest. An
extreme view held by some scholars is that as persons we are no more one of our roles than any
other; that we are as many distinct selves as we have different roles.

The more generally accepted approach is to recognize that roles vary in their depth and
superficiality. For each individual, roles are arranged in a loose hierarchy from those most
important to the individual’s identity or self to those that matter relatively little to the role
player. For roles high in one’s hierarchy, performing at a high level of role adequacy is
important, while poor performance of roles low in the hierarchy is not greatly disturbing to the
incumbent. According to identity theory (Stryker, 1968), roles most closely linked to personal
identity are most predictive of individual behavior.

In a different but compatible approach, Turner (1978) has offered a theory of role—person
merger. Merger is indicated by three criteria, namely: (1) resistance to abandoning a role when
it would seem reasonable to do so; (2) acquisition and internalization of attitudes and beliefs
appropriate to the role; and (3) failure of role compartmentalization, with special emphasis on
the latter. There are social structural constraints on role—person merger, chief among which is
the identification of certain roles, such as the occupational role, as master roles, which are
viewed as prima facie evidence of who the person is. Besides such structural constraints, role—
person merger is propelled interactively by a sort of negotiation between the way others view
the individual and the way the individual seeks to identify him- or herself. Three interactive
principles guide the way others view the individual. The appearance principle states that, in
the absence of contradictory cues, people tend to accept each other as they appear. The effect
principle is that the greater the potential effect of someone’s role on ourselves, the more we
conceive that someone on the basis of the role being played. The consistency principle is that
people tend to identify a person with a given role on the basis of consistency with observations
of behavior in other settings. The individual tends to merge self with given roles on the basis of
three principles: (1) the consensus principle is a tendency for us to view ourselves as others
view us: the looking-glass self; (2) an autonomy and favorable evaluation principle is that we
seek to identify most strongly with those roles in which we experience autonomy and
favorable evaluations; and (3) the investment principle is that we tend to identify most strongly
with those roles in which we have made the greatest investment, which often means those for
which we have made great sacrifices.
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Complementary to role—person merger is role distancing (Goffman, 1961). Role distanc-
ing consists of mechanisms for demonstrating that one does not take the role being played
seriously or overseriously. Goffman described adults clowning while riding a merry-go-round
so as to show any spectators that they were not taking the apparent role seriously. The childish
role was incompatible with their self-conceptions as adults who were beyond such amuse-
ments. Goffman also described the surgeon who made flippant remarks to accompanying staff
while completing a serious operation. In this case the point of role distancing was to signal
that he was more than just a surgeon; that he had human qualities in addition to surgical
proficiency.

Role Strain

The enactment of roles often involves anxiety, tension, and frustration, which can be
summarized as an experience of role strain (Goode, 1960). Role strain can result from
performance or fear of performance at a low level of adequacy, from role overload, or from
interrole or intrarole conflict. Role strain will be most intense when it stems from roles that are
merged with the person.

Low role adequacy can result from deficiencies of skill, talent, or motivation, lack of
resources, or competitive disadvantage. The novice role incumbent often performs poorly until
experience is gained. People often assume or are altercast into roles for which they lack
sufficient training or ability. According to the Peter Principle (Peter & Hull, 1969), people in
organizations tend to be promoted on the basis of good role performance until they reach their
level of incompetence where they remain, which explains why organizations often do not
function well and why role strain is a widespread organizational problem. A role incumbent
may identify strongly with a role but have little motivation for performing the chore aspects of
the role. For example, the enthusiastic teacher may find grading students unpleasant, or the
strongly identified policeman may find the filing of reports difficult and unpleasant. In both
cases, poor performance of the disdained aspect of the role often can affect relevant alters’
judgment of overall role adequacy and provoke role strain in the incumbent. Competitive
relationships raise the standards of role adequacy above what might otherwise be completely
satisfying levels of performance. Deficiency in resources leading to low role adequacy and
almost inevitable role strain can be illustrated by the physician without access to a well-
equipped hospital, a research scientist without a laboratory or research grant, and a homeless
or impoverished parent.

In all these cases of role strain both functional and tenability considerations push for
some resolution. The obvious solution in many instances is to seek further training or make
extraordinary efforts to secure needed resources. But the alternate solutions are to abandon the
role or to lower personal identification (merger) with the role. The good teacher—poor
administrator may choose or be pushed to return to the classroom, thereby solving both the
functionality and tenability problems. Shifting personal identification to other roles so that low
role adequacy matters less to the incumbent can relieve the tenability problem without solving
the functionality problem. This is not an uncommon way of relieving role strain, as when
workers start counting the years, months, and weeks toward retirement.

Role overload is a common condition when people play more different roles than they
have time, energy, or resources for. For both men and especially women (in American culture),
a career role often must contend with a parent role for time and energy. But the stress of
multiple roles is often moderated because of the multiple benefits that come with multiple
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roles and the possibility that compatible duties of different roles can sometimes be combined,
according to a principle of role accumulation (Sieber, 1974). Most recent research has
provided support for the role accumulation principle in the case of career and mother role
combinations. In the tradition of Robert Park’s (1928) early suggestion that highly creative
persons usually have been ‘‘marginal men,” caught between two cultures, Rose Coser (1991)
argues that participation in multiple and complex relationships fosters reflection. Alienation in
the workplace, she says, occurs principally at the lower organizational levels where workers
do not have complex and multiple relationships.

Some kind of choice between or among contending roles may relieve role strain from role
overload when there is insufficient accumulation. The obvious choice is to devote more time
and energy to the role with which the incumbent is most strongly identified. But the choice
does not always go in this direction, because a less fully merged role, such as the occupation or
even a recreational role, may provide the resources necessary to support a more strongly
identified family role. Also, at given moments, a choice in a less strongly merged role may be
irrevocable, as when failure to attend a meeting will end chances for occupational promotion,
so performance of the occupational role will be placed ahead of the family role (e.g., being
home for daughter’s birthday) regardless of the relative identification with occupational and
family roles.

Interrole and intrarole conflict go beyond role overload in demanding behavior in one role
that violates the values in another role. The scholar-politician who must withhold judgment
until there is sufficient evidence but also must take early, clear, and forceful stands on
controversial issues faces intense interrole conflict. The parent seeking to teach a child strict
honesty and integrity who works as a salesperson and must make unsupportable claims for the
superiority of the product being sold is likewise in an interrole conflict situation. The school
principal who must convey often contradictory messages to the superintendent, teachers, and
parents is in intrarole conflict. We have mentioned already that role compartmentalization can
alleviate role strain and even awareness of conflict in many instances, until a crisis arises when
compartmentalization is breached. When compartmentalization fails because relevant alters
come into communication or because the individual’s value system has been generalized
beyond the boundaries of particular roles, much the same kind of choice situation arises as in
the case of role overload.

Role Transitions

Throughout life, people give up roles and are allocated new ones. This is especially
notable with the succession of age roles and in occupational life with promotions, demotions,
and job changes. Role transitions (Allen & van de Vliert, 1982), even to more advantageous
roles, are seldom as uncomplicated as they at first seem. Two overarching considerations are
the foundation for a theory of role transitions. First, the change involves both internal and
external transitions. The incumbent must make appropriate changes in behavior and attitude
(internal) and relevant alters must change their behavior and attitudes toward the focal person
(external) unless the changer can find a new social world in which to claim the new role.
Second, role transition involves both adopting and being accepted into a new role and aban-
doning and no longer being viewed in the old role.

Subjectively, role transition may be facilitated or impeded if, as usual, it means leaving a
role that is played reasonably successfully and comfortably (functionally and tenably) for a
role that requires new learning and gaining new recognition. Transition may be similarly
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affected because it always involves some change in relevant alters. For example, graduating
from high school to college and from college to a profession mean weakening or abandoning
old friendships and establishing new ones. Even the security of a practiced deviant role with
familiar companions may be preferred to a less familiar socially acceptable role and the need
to cultivate new and different friends.

Externally, support or nonsupport by others for the role transition is critical to its course.
In the United States Navy, for example, the practice when an enlisted man is commissioned
has been to transfer him to a different unit where he is not remembered and not likely to be
treated as a peer or viewed with jealousy by former peers. Ambiguity of either role definition
orrole allocation is likewise an impediment to smooth transition. Transition is facilitated when
it is formalized through rites of passage (van Gennep, 1909) such as graduation ceremonies,
marriage ceremonies, and funerals and memorial services (for the survivors).

In cases where there is widespread ambiguity over role reallocation, patterns emerge that
almost constitute transition roles. Thus the ambiguity in the United States over the transition
from childhood to adulthood has led to considerable agreement on an adolescent role, marked
by alternating independence and dependence behaviors and other unpredictable and often
antisocial actions. In a revealing study of widows, divorcees, ex-nuns, ex-prostitutes, and other
transitionists, Helen Ebaugh (1988) notes that “People in society are conscious of ex-statuses
and place an individual in a social structure not on the basis of current role occupancy alone
but also on the basis of who the individual used to be.” Likewise, “Exs tend to retain role
residual or some kind of ‘hangover identity’ from a previous role as they move into new social
roles” (1988, p. 5). Thus we tend to know people as widows, divorcees, and ex-convicts in
many situations.

ROLE CHANGE

Beyond the continuous role-making by individuals and the more or less stable accommo-
dations between official and working roles, major changes in roles have taken place histori-
cally and continue to occur. Historical changes in gender roles, age roles, and religious leader-
ship roles and professionalization of a variety of occupational roles are examples. Role change
is always a complex matter because it means a change in role relationships with two or more
roles necessarily changing in some kind of reciprocity Thus changes in student roles forced a
change in teacher roles and changes in patient roles are forcing a change in physician roles. A
model for role change suggests a separation between conditions creating an impetus to change
and conditions facilitating or impeding the implementation of role change (Turner, 1990).

The impetus to role change begins with a change in cultural values attached to the role or
its functions, altered demand for role services, changing social support, increased or decreased
availability of needed resources, demographic changes in the number or personal characteris-
tics of potential role recruits, or technological changes. Jerald Hage and Charles Powers (1992)
attribute revolutionary changes in work and family roles to the transition from industrial to
postindustrial society. Any of these conditions may mean changes in the networks that support
the focal role, or in the most relevant alter roles, as when the societywide rise of democratic
values changed women’s roles and thereby forced compensating changes in men’s roles, or
when more assertive children’s roles forced accommodative changes in parents’ and teachers’
roles. In some cases the resulting dysfunctionality, unacceptable representationality, or un-
tenability of the role is handled by role reallocation, as when factories are moved to economi-
cally poorer areas that have been less affected by the relevant cultural and social structural
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shifts and where workers are less demanding. Role reallocation is a then a substitute for role
change, which is thereby aborted.

Implementation of role change requires a period of negotiation, leading to a more or less
stable accommodation, but not necessarily consensus, about a revised pattern of role relations.
Whether role change is completed or aborted by collective resignation to the old pattern
depends on several factors. These factors include (1) whether there appears to be a realistically
achievable role pattern whose benefit—cost ratio is more favorable than the old pattern; (2) the
extent of structural autonomy of the role setting, the extent of freedom from close observation,
or the weakening of normative controls over role performance; (3) the extent to which role
incumbents are unified in their desire for role change and mobilized to promote change; (4) the
extent to which there is mobilized “client” demand for the services this role provides or would
provide under a new pattern; (5) the cultural credibility of the new role pattern; and (6) success
in gaining institutional support for the new pattern, including in many cases legal and judicial
action. (Turner, 1990, p. 107). Role changes that involve taking something away from one role
and giving it to the other, such as transfer of the right to perform general medical services from
pharmacists to physicians (Kronus, 1987) and the widespread diffusion of authority associated
with democratization, often lead to fierce competition until outcomes are determined by a
redistribution of power.

CONCLUSIONS

Networks of social roles constitute frameworks into which activities in society, organiza-
tions, and groups are organized and acquire meaning and by which individuals organize and
understand the meaning of their own behavior and the actions of others. According to
interactional role theory, roles are cultural resources but are typically vague, though people act
as if they were real and relatively precise. Roles are continuously constructed and recon-
structed as individuals engage in role-making in the course of interaction with incumbents of
alter roles, or as legitimate role definers specify and respecify the organization of activity.
When role definitions become ossified through formal organizational definition or strongly
normative cultural tradition, or are too vague or internally or externally conflicting to supply a
basis for action, the continuous process of role redefinition leads to the development of
informal or working roles that deviate in significant ways from the formally recognized role
definitions.

The dynamic reconstruction and role-making and the resolution of role conflicts are
governed by three principles of functionality, representationality, and tenability. Roles are
constantly modified for greater apparent effectiveness (functionality), limited by the under-
standings and misunderstandings of incumbents and legitimate role definers. Roles become
vehicles for conveying certain images (representationality) and are framed and reframed in
relation to what they are seen to represent. Roles are subject to continuous tension to supply a
tenable balance of benefits to costs for role incumbents, limited by the power and resources of
those incumbents.
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CHAPTER 13

The Emotional/Relational World
Shame and the Social Bond

THOMAS J. SCHEFF

Emotions and relationships have long been recognized in sociology as crucially important, but
most references to them lack specificity and therefore are vague. This chapter proposes that
shame and the social bond are key components of social connectedness, the dimension of
solidarity—alienation. It furthermore is proposed that connectedness, together with power,
make up the basic dimensions of social structure.

The emotional/relational (e/r) world is important in classical sociological theory, but
contemporary sociology focuses mainly on ramifications of power. I consider contributions by
six sociologists to a theory of the e/r world: Georg Simmel, Charles Cooley, Norbert Elias,
Helen Lynd, Erving Goffman, Richard Sennett, and Helen Lewis, a psychologist—psychoanalyst.
Cooley and Lynd, particularly, contributed to a theory of connectedness. 1 show that Lewis’s
idea that shame arises from threats to the bond integrates the contributions of the sociologists.
A comprehensive theory of social integration would require attention to both power and
connectedness.

ALIENATION IN MARYX,
DURKHEIM, AND WEBER

Marx believed that most human conduct was a product of political-economic interests,
that is, of power. In Marx’s analysis of capitalism, power struggles, particularly between social
classes, were the dominant forces. Later Marxians, especially Communist theoreticians,
elevated this crude proposition to the central core of their theory.

However, Marx himself qualified the proposition. First of all, he allowed that certain
middle-class intellectuals, like himself, would forsake their class interests to become the van-
guard of the proletariat. What force could bring these intellectuals to forsake their class
interests?
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Marx’s theory of alienation implies such a force. It suggests that in addition to economic
and political causes of class conflict, there are relational and emotional ones. The middle-class
intellectuals who formed the vanguard had presumably become alienated from their class.
More generally, Marx proposed that persons in capitalist societies become alienated not only
from the means of production, but from others and from self. That is, that capitalism refiects
and generates disturbances in social relationships and in the self. In his review of empirical
studies of alienation, Seeman (1975) found evidence of both kinds of alienation: alienation
from others and from self (Seeman referred to the latter as ““self-estrangement”). In the discus-
sion below, I call these two forms of alienation isolation (from others) and engulfment [aliena-
tion from self: to be loyal to the others(s), one gives up parts of one’s self (Scheff, 1990, 1997)].

Marx went on to implicate the emotions that accompany alienation. He proposed that it
gave rise to feelings of “impotence” (shame) and “indignation” (anger) (Marx, in Tucker,
1978, pp. 133-134). Marx’s theory of alienation proposes that the causes of class conflict are
not only political and economic, but also relational and emotional.

Although Marx supplemented his theory of the political-economic causes of class
conflict with a theory of emotional-relational causes, there is a great disparity in his develop-
ment of the two theories. The political—economic theory is lavishly elaborated. The bulk of his
commentary on alienation takes place in his early work. Even there, as in later works, formula-
tion of theory of alienation is brief and casual. It is easy to understand why Marx’s followers
have also made it secondary to material interests.

Suicide, perhaps Durkheim’s (1905) most important study, strongly implied that power
and connectedness were the basic dimensions of social integration. The dichotomy between
anomie and fatalism involves power: a society can under- or overregulate individuals to the
point that they commit suicide. But the dichotomy egoism—altruism involves connectedness:
individuals in a society may be under- or overconnected, Durkheim’s version of the isolation
and engulfment forms of alienation.

Weber, the last of the three major theoreticians of classic sociology, also implied that
power and connectedness were the basic dimensions of social integration. These dimensions
can be found in most of his formulations. For example, the distinction he makes between
power and authority implies a dimension of connectedness that is distinct from power.
Authority involves the legitimate use of power, that is, subjects feel connected with the state,
the chief user of power.

The direction of Weber’s thought that most clearly invokes connectedness is his insis-
tence on a verstehende soziologie, a sociology that focused on the subjective orientation of
actors, not just on their power positions. His idea that real understanding of human action
requires empathic understanding implies that societies exist to the point that their members
understand each other. This idea links Weber to the tradition of intersubjective understanding
manifested in the work of Cooley and Mead, to be discussed below.

Thave been unable to find any indication in Weber’s work, however, that he proposed the
continuum of social integration that I am calling isolation—solidarity—engulfment. This con-
tinuum is implied in Marx and Durkheim, as discussed above, and many other sociological
theories, but may be absent from Weber. But all three theorists pointed toward connectedness
and power as the core dimensions of social structure. Modern sociological theory, however,
has focused on the power dimension, since the idea of connectedness has received little further
attention, For this reason, this essay will focus on connectedness, the e—r world, arguing that a
complete theory of social integration would require that the two dimensions be given parity.

In modern societies, the emotional-relational world is all but invisible, compared to
obvious manifestations of power. I propose that studies of shame in social structure and
process would make manifest the state of social bonds in relationships and in societies.
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EMOTIONS IN CLASSICAL THEORY

Many theorists have at least implied that emotions are a powerful force in social process.
Although Weber did not refer to emotions directly, his emphasis on values implies it, since
values are emotionally charged beliefs. Especially in his later works, Durkheim proposed that
collective sentiments created social solidarity through moral community. G. H. Mead pro-
posed emotion as an important ingredient in his social psychology. For Parsons it a component
of social action in his adaptation, goal, attainment, integration, latent pattern maintenance
(AGIL) scheme (Parsons & Shils, 1951).

Marx implicated emotions in class tensions in the solidarity of rebelling classes. Durk-
heim proposed that *... what holds a society together-the ‘glue’ of solidarity—and [Marx
implied that] what mobilizes conflict—the energy of mobilized groups—are emotions”
(Collins, 1990, p. 27-57).

WHY SPECIFIC EMOTIONS ARE
NECESSARY FOR THEORY AND RESEARCH

The inclusion of emotions in classical sociology was abstract and therefore virtually
meaningless. Generalized emotions have only ambiguous reference. Our knowledge of emo-
tions is not generalized, but particular. For example, we all know a great deal about anger. No
doubt some of what we think we know may not be the case. But much of what we know is
probably accurate or at least accurate enough to often be able to understand each other. About
anger we know or believe we know sources from which it arises, different forms and
gradations it can take, and some of the outcomes that it can lead to. We also have similar kinds
of knowledge and beliefs about other primary emotions, such as fear, grief, shame, contempt,
disgust, love, and joy.

Our knowledge about emotions held in common allows us to communicate with each
other on this topic and restrains flights of fancy. The different emotions may have several
underlying similarities, but what is much more obvious is the great differences in origins,
appearance, and trajectories. It is for this reason that general statements about emotions in the
abstract have so little meaning. Some of what Durkheim, Mead, and Parsons said about
emotions might appear plausible when applied to one emotion, say anger or fear, but not to
most of the others. The sources, appearance, and consequences of anger and fear are so
different as to forbid lumping them together.

Treating all emotions together under a single heading amounts to a kind of dismissal. A
current parallel can be found in rational choice theory, which divides behavior into the rational
and the nonrational. In this theory, attention is given only to rational behavior. As in classical
theory, the nonrational, the irrational, and emotional behavior is simply dismissed.

In any case, even the theorists who dealt with emotions explicitly, Durkheim, Mead, and
Parsons, did not develop concepts of emotion, investigate their actual occurrence in real life,
or collect data that might bear on propositions about the role of emotions in human conduct.
Their discussions of emotion, therefore, have not borne fruit.

The researchers whose work I review took the step of investigating a specific and
therefore concrete emotion. In their various studies that I will describe, they did not always
emphasize the name of the emotion. Sennett and Cobb (1972), for example, in The Hidden
Injuries of Class, made no move to develop a concept of shame and named it infrequently, but
their findings and many of their interpretations clearly imply it. As it turns out, the act of
explicitly naming and defining is an important part of investigation. Before turning to these
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authors, however, I review the treatment of shame by psychoanalytic authors, in order to show
the problem that the sociologists and Lewis solved.

SHAME AND THE SOCIAL BOND
IN PSYCHOANALYTIC THEORY

The treatment of shame in most psychoanalytic writing is problematic because it leaves
out the social matrix. Psychoanalysis predicates individuals rather than relationships. Like
most psychological theory, Freud’s formulations concern emotions in isolated individuals,
ignoring the social context. Individualistic formulations give rise to what might be called the
inside—outside problem. If one ignores the context in which emotions arise, it will inevitably
be difficult to understand their place in human behavior. Freud’s solution to the inside—outside
problem was to ignore the outside.

Although in his later work Freud also ignored shame, it had an important role in his first
book. In Studies on Hysteria, Freud and Breuer (1895) stated early on (p. 40) that hysteria is
caused by hidden affects, and named the emotion of shame as one of these affects. Near the end
of the book, this idea is urged more strongly: ““[The ideas that were being repressed] were all of
a distressing nature, calculated to arouse the affects of shame, self-reproach and of psychical
pain and the feeling of being harmed” (p. 313).

Note that all of the affects mentioned can be considered to be shame derivatives or
cognates. Self-reproach is a specific shame cognate, the feeling of being harmed (as in rejec-
tion) somewhat broader, and finally the quite abstract phrase ‘“psychical pain,” which, like
“hurt” or “emotional arousal” can be applied to any emotion. In this passage and several
others, shame is given a central role in the causation of psychopathology. Freud and Breuer
also proposed that shame is the inhibiting emotion that leads to repression, therefore giving it a
central role in the development and maintenance of psychopathology. The idea that it is shame
that causes repression also would give shame the leading role in the causation of all mental
illness, not just hysteria, if Freud had stayed with it.

However, in 1905, with the publication of The Interpretation of Dreams, Freud perma-
nently renounced his earlier formulation in favor of drive theory, especially the sexual drive. In
Freud’s thinking, shame was replaced by anxiety and guilt, the appropriate emotions for
responsible adults, especially male adults. By this time, Freud had become biased about
shame. He thought that it was regressive emotion, seen only in children, women, and savages.
His rejection of his earlier work on shame can be seen as a lapse into the ethnocentric and
sexist attitudes that prevailed at the time, as well as being psychologistic.

Since 1905, shame has been largely ignored in orthodox psychoanalytic formulations.
Although several psychoanalysts made crucially important contributions to shame knowledge,
these contributions helped make them marginal to psychoanalysis. Shame also goes unnamed
and/or undefined even in these marginal analysts. Alfred Adler, Abraham Kardiner, Karen
Horney, and Erik Erikson provide examples.

Adler’s formulation of the core position of prestige seeking in human behavior, and his
concept of the inferiority complex are clearly shame based ideas. To make the search for
prestige and honor a central human motive is to focus on the pride—shame axis, as Cooley did.
Similarly, the concept of an inferiority complex can be seen as a formulation about chronic low
self-esteem, or the put it more bluntly, chronic shame.

Yet Adler never used the concept of shame to integrate the various dimensions of his
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work, as he might have. His theory of personality was that children deprived of love at key
periods in their development would become adults with either a drive for power or an
inferiority complex. This theory can be restated succinctly in terms of a theory of shame and
the social bond: children without the requisite secure bonds will likely become adults whose
affects are predominately bypassed (drive for power) or overt shame (inferiority complex)
(Lewis, 1971).

Like Adler, Karen Horney (1950) did not name the emotion of shame, but her formula-
tions clearly implied it. Her theory of personality was based on what she called ““the pride
system.” Most of her central propositions imply that pride and shame are the keys to
understanding both neurotic and normal behavior. Her concept of the “‘vindictive personality”
seems to imply shame~anger sequences as the emotional basis for vengeful behavior.

Abraham Kardiner was an anthropologist who applied psychoanalytic ideas to his studies
of small traditional societies. In The Individual and His Society (1939), he offered an exten-
sive analysis of the role of shame in four traditional societies. Unlike Adler and Horney, he
named the emotion of shame clearly, and stated directly, like Freud and Breuer, that shame is
the emotion that leads to repression. Like Adler, he also gave prominence to prestige as a fun-
damental human motive. Going further than Adler or Freud, he named shame as the principal
component of the superego, that is, of conscience.

Like Kardiner, Erik Erikson (1950) also named shame directly, in his analysis of the
relationship between shame and guilt. In his investigation of these emotions, he proposed,
again contra Freud, that shame was the most fundamental emotion and that it had a vital role in
the developmental stages through which all children must pass. His analysis of shame was an
important source for Helen Lynd’s work on shame; reading Erikson might have been the
beginning of Lynd’s interest in shame. Like most theorists who discuss shame, neither Kar-
diner nor Erikson tried to define it.

The work on shame by these four analysts was not recognized by the psychoanalytic
establishment. Both Adler and Horney were excluded for their deviationism. Although neither
Kardiner nor Erikson were excluded, there was no response to their contributions on shame,
with the exception of Helen Lynd to Erikson. It also is of interest that among the disciples of
Adler and of Horney that there was also no response to their work on shame.

Although there has been a reawakening of interest in shame by current psychoanalysts,
still only a small minority of analysts are involved. Even in this group, converting from drive
theory to shame language is a struggle. The work of Lansky (1992, 1995) on shame preserves
drive theory. Morrison (1989) has translated drive theoretic formulations into shame dynamics,
trying to bridge the two worlds. Broucek (1991) has rebelled against drive theory, but does
not attempt a social formulation of shame. Only Lewis (1971) has succeeded in throwing off
drive theory, recasting shame in social terms. I return to her work after considering sociologi-
cal contributions to the study of shame and the bond.

SEVEN PIONEERS IN THE STUDY
OF SOCIAL SHAME

Five of the six sociologists I review acted independently of each other. In the case of Elias
and Sennett, their discovery of shame seems forced on them by their data. Neither Simmel nor
Cooley define what they mean by shame. Goffman only partially defined embarrassment. The
exception is Helen Lynd, who was self-conscious about shame as a concept. Lynd’s book on
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shame was contemporaneous with Goffman’s first writings on embarrassment and realized
their main point: facework meant avoiding embarrassment and shame.

Helen Lewis’s (1971) empirical work on shame was strongly influenced by Lynd’s book.
She also was sophisticated in formulating a concept of shame and in using systematic methods
to study it. Sennett’s work involved slight outside influence. He approvingly cited the Lynd
book on shame in The Hidden Injuries of Class (Sennett & Cobb, 1972) and his Authority
(Sennett, 1980) has a chapter on shame. All six sociologists advanced a theory of shame and
the bond, even though all but Lynd focused only on shame.

Simmel: Shame and Fashion

Shame plays a significant part in only one of Simmel’s (1904) essays, on fashion.! People
want variation and change, he argued, but they also anticipate shame if they stray from the
behavior and appearance of others. Fashion is the solution to this problem, since one can
change along with others, avoiding being isolated, and therefore shame (Simmel, 1904, p.
553). Simmel’s idea about fashion implies conformity in thought and behavior among one
group in a society—the fashionable ones—and distance from another—those who do not
follow fashion—relating shame to social bonds.

There is a quality to Simmel’s treatment of shame that is somewhat difficult to describe
but needs description, since it characterizes most of the other sociological treatments reviewed
here. Simmel’s use of shame is casual and un-self conscious. His analysis of the shame
component in fashion occurs in a single long paragraph. Shame is not mentioned before or
after. He does not conceptualize shame or define it, seeming to assume that the reader will
know the meaning of the term. Similar problems are prominent in Cooley, Elias, Sennett, and
Goffman. Lynd and Lewis are exceptions, since they both attempted to define shame and
locate it with respect to other emotions.

Cooley: Shame and the Looking Glass Self

Cooley (1922), like Simmel, was direct in naming shame. For Cooley, shame and pride
both arose from self-monitoring, the process that was at the center of his social psychology.
His concept of “the looking glass self,” which implies the social nature of the self, refers
directly and exclusively to pride and shame, but he made no attempt to define either emotion.
Instead, he used the vernacular words as if they were self-explanatory.

To give just one example of the ensuing confusion: In English and other European
languages, the word “pride” used without qualification usually has an inflection of arrogance
or hubris (pride goeth before the fall). In current usage, in order to refer to the kind of pride
implied in Cooley’s analysis, the opposite of shame, one must add a qualifier like justified or
genuine. Using undefined emotion words is confusing.

However, Cooley’s analysis of self-monitoring suggests that pride and shame are the
basic social emotions. His formulation of the social basis of shame in self-monitoring can be
used to amend Mead’s social psychology. Perhaps the combined Mead—Cooley formulation
can solve the inside—outside problem that plagues psychoanalytic and other psychological
approaches to shame, as 1 suggest below.

'T am indebted to Eduardo Bericat for calling this essay to my attention.
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Elias: Shame in the Civilizing Process

Elias (1994) undertook a ambitious historical analysis of what he calls the “civilizing
process.” He traced changes in the development of personality and social norms from the 15th
century to the present. Like Weber, he gave prominence to the development of rationality.
Unlike Weber, however, he gave equal prominence to emotional change, particularly to
changes in the threshold of shame: “No less characteristic of a civilizing process than
“rationalization” is the peculiar molding of the drive economy that we call “shame” and
“repugnance” or “embarrassment’” (Elias, 1982, p. 297).

Using excerpts from advice manuals, Elias outlined a theory of modernity. By examining
advice concerning etiquette, especially table manners, body functions, sexuality, and anger, he
suggests that a key aspect of modernity involved a veritable explosion of shame. I will cite
only one of many advice excerpts used by Elias. He first presents a lengthy excerpt from a 19th
century advice book, The Education of Girls (von Raumer, 1857), that advises mothers how to
answer sexual questions. In response to the question, “Where do babies come from,” Von
Raumer suggests, “Children should be left as long as possible in the belief that an angel brings
the mother her little children.” If the issue comes up again, the child is to be sternly warned:
“It is not good for you to know such a thing, and you should take care not to listen to anything
said about it.”” Von Raumer concludes this passage with advice that both shames the mother
and advises her to shame the daughter: “A truly well-brought-up girl will from then on feel
shame at hearing things of this kind spoken of” (p. 49).

This advise suggests three different puzzles:

1. Why is the author, von Raumer, offering the mother such absurd advice?
2. Why does the mother follow his advice (as most did, and still do)?
3. Why do the daughters follow their mothers’ advice (as most did, and still do)?

Modern feminist theory might respond to the first question that von Raumer’s advice
arises from his position of power: He sought to continue male supremacy, by advising the
mother to act in a way that is consonant with the role of women as subordinate to that of men.
That is, he was promulgating the woman’s role as ““Kirche, Kueche, Kinder” (church, kitchen,
children). Keeping women ignorant of sexuality and reproduction would help to continue
this system.

This formulation is probably part of a complete answer, but it does not attend to the other
two questions. Why do mothers and daughters submit to ignorance and shame? Elias’s
formulation provides an answer to all three questions, without contradicting the feminist
answer. Each of these persons, the man and the two hypothetical readers, the mother and the
daughter, is too embarrassed about sexuality to think clearly about it. It could be true that von
Raumer’s advice is part of his male chauvinist position and also true that he is too embarrassed
to think about the meaning of his advice. Thoughts and emotions are both parts of a causal chain.

Elias’s study suggests a way of understanding the social transmission of a faboo on
shame. The adult, the author von Raumer in this case, is not only ashamed of sex, but he is
ashamed of being ashamed and probably ashamed of the shame that he will arouse in his
reader. The mother responding to von Raumer’s text, in turn, will probably react in a similar
way, being ashamed, and being ashamed of being ashamed, and being ashamed of causing
further shame in the daughter. Von Raumer’s advice is part of a social system in which
attempts at civilized delicacy result in an endless chain reaction of unacknowledged shame.
The chain reaction is both within persons and between them, three spirals (one spiral within
each party and one between them). The spiral idea integrates social and psychological
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processes and suggests a solution to the usual separation of inside and outside, as I suggest at
the end of this chapter.

Elias showed that there was much less shame about manners and emotions in the early
part of the period he studied than there was in the 19th century. In the 18th century, a change
began occurring in advice on manners. What was said openly and directly earlier begins only
to be hinted at or left unsaid entirely. Moreover, justifications are offered less. One is mannerly
because it is the right thing to do. Any decent person will be courteous; the intimation is that
bad manners are not only wrong but also unspeakable, the beginning of repression.

The change that Elias documents is gradual but relentless; by a continuing succession of
small decrements, etiquette books fall silent about the reliance of manners, style, and identity
on respect, honor, and pride, and avoidance of shame and embarrassment. By the end of the
18th century, the social basis of decorum and decency had become virtually unspeakable.
Unlike Freud or anyone else, Elias documents, step by step, the sequence of events that led to
the repression of emotions in modern civilization.

By the 19th century, Elias proposed, manners are inculcated no longer by way of adult to
adult verbal discourse, in which justifications are offered. Socialization shifts from slow and
conscious changes by adults over centuries to swift and silent indoctrination of children in
their earliest years. No justification is offered to most children; courtesy has become absolute.
Moreover, any really decent person would not have to be told. In modern societies, socializa-
tion automatically inculcates and represses shame.

Richard Sennett: Is Shame the Hidden Injury of Class?

Although The Hidden Injuries of Class (Sennett & Cobb, 1972) carries a powerful
message, it is not easy to summarize. The narrative concerns quotes from interviews and the
authors’ brief interpretations. They do not devise a conceptual scheme and a systematic
method. For this reason, readers are required to devise their own conceptual scheme, as I do
here. The book is based on participant—observation in communities, schools, clubs and bars,
and 150 interviews with white working-class males, mostly of Italian or Jewish background, in
Boston for one year beginning in July of 1969 (pp. 40—41).

The hidden injuries that Sennett and Cobb discovered might be paraphrased: their
working-class men felt that first, because of their class position, they were not accorded the
respect that they should have gotten from others, particularly from their teachers, bosses, and
even from their own children. That is, these men have many complaints about their status.
Second, these men also felt that their class position was at least partly their own fault. Sennett
and Cobb imply that social class is responsible for both injuries. They believe that their
working men did not get the respect they deserved because of their social class, and that the
second injury, lack of self-respect, also is the fault of class, rather than the men’s own fault,
as most of them thought.

Sennett and Cobb argue that in American society, respect is largely based on individual
achievement, the extent that one’s accomplishments provide a unique identity that stands out
from the mass of others. The role of public schools in the development of abilities forms a
central part of Sennett and Cobb’s argument. Their informants lacked self-respect, the authors
thought, because the schooling of working-class boys did not develop their individual talents
in a way that would allow them to stand out from the mass as adults. In the language of
emotions, they carry a burden of feelings of rejection and inadequacy, which is to say chronic
low self-esteem (shame).
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From their observations of schools, Sennett and Cobb argue that teachers single out for
attention and praise only a small percentage of the students, usually those who are talented or
closest to middle class. This praise and attention allows the singled-out students to develop
their potential for achievement. The large majority of the boys, however, are ignored and in
subtle ways rejected.

There are a few working-class boys who achieve their potential through academic or
athletic talent. But the large mass does not. For them, rather than opening up the world, public
schools close it off. Education rather than becoming a source of growth provides only shame
and rejection. For the majority of students, surviving school means running a gauntlet of
shame. These students learn by the second or third grade that is better to be silent in class than
risk humiliation of a wrong answer. Even students with the right answers must deal with
having the wrong accent, clothing, or physical appearance. For most students, schooling is
a vale of shame.

Helen Lynd: Shame and Identity

During her lifetime, Helen Lynd was a well-known sociologist. With her husband,
Robert, she published the first American community studies, Middletown and Middletown in
Transition. But Lynd was also profoundly interested in developing an interdisciplinary ap-
proach to social science. In her study On Shame and the Search for Identify (1958), she dealt
with both the social and psychological sides of shame. She also clearly named the emotion of
shame and its cognates and located her study within previous scholarship, especially psycho-
analytic studies. But Lynd also modified and extended the study of shame by developing a
concept and by integrating its social and psychological compounents.

In the first two chapters, Lynd introduced the concept of shame, using examples from
literature to clarify each point. In the next section, she critiques mainstream approaches in
psychology and the social sciences. She then introduces ideas from lesser-known approaches,
showing how they might resolve some of the difficulties. Finally, she has an extended
discussion of the concept of identity, suggesting that it might serve to unify the study of
persons by integrating the concepts of self, ego, and social role under the larger idea of identity.

Lynd’s approach to shame is much more analytical and self-conscious than the other
sociologists reviewed here. They treated shame as a vernacular word. For them, shame sprung
out of their data, unavoidable. But Lynd encounters shame deliberately, as part of her
exploration of identity.

Lynd explains that shame and its cognates get left out because they are deeply hidden but
at the same time pervasive. She makes this point in many ways, particularly in the way she
carefully distinguishes shame from guilt.

One idea that Lynd develops is profoundly important for a social theory of shame and the
bond, that sharing one’s shame with another can strengthen the relationship: “The very fact
that shame is an isolating experience also means that ... sharing and communicating it ... can
bring about particular closeness with other persons” (Lynd, 1958, p. 66). In another place,
Lynd went on to connect the process of risking the communication of shame with the kind of
role-taking that Cooley and Mead had described: *“‘communicating shame can be an experi-
ence of ... entering into the mind and feelings of another person” (p. 249). Lynd’s idea about
the effects of communicating and not communicating shame was pivotal for Lewis’s (1971)
concepts of acknowledged and unacknowledged shame and their relationship to the state of
the social bond, as outlined below.
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Goffman: Embarrassment and Shame in Everyday Life

Although shame goes largely unnamed in Goffman’s early work, embarrassment and
avoidance of embarrassment is the central thread. Goffman’s “everyperson” is always desper-
ately worried about his image in the eyes of the other, trying to present herself with her best
foot forward to avoid shame. This work elaborates and indeed fleshes out Cooley’s abstract
idea of the way in which the looking glass self leads directly to pride or shame.

Interaction Ritual (Goffman, 1967) made two specific contributions to shame studies. In
his study of facework, Goffman states what may be seen as a model of “face” as the avoidance
of embarrassment and losing face as suffering embarrassment. This is an advance, because it
offers readily observable markers for empirical studies of face. The importance of this idea is
recognized, all too briefly, at the beginning of Brown and Levinson’s (1987) study of polite-
ness behavior.

Goffman’s (1967) second contribution to the study of shame was made in a concise essay
on the role of embarrassment in social interaction. Unlike any of the other shame pioneers in
sociology, he begins the essay with an attempt at definition. His definition is a definite
advance, but it also foretells a limitation of the entire essay, since it is behavioral and physio-
logical, ignoring inner experience. Framing his analysis in what he thought of as purely
sociological mode, Goffman omitted feelings and thoughts. His solution to the inside—outside
problem was to ignore most of inner experience, just as Freud ignored most of outside events.

However, Goffman (1967) affirms Cooley’s point on the centrality of the emotions of
shame and pride in normal, everyday social relationships.

One assumes that embarrassment is a normal part of normal social life, the individual becoming
uneasy not because he is personally maladjusted but rather because he is not ... embarrassment is

not an irrational impulse breaking through social prescribed behavior, but part of this orderly
behavior itself. (p. 109 and 111)

Even Goffman’s partial definition of the state of embarrassment represents an advance.
One of the most serious limitations of current contributions to the sociology of emotions is the
lack of definitions of the emotions under discussion. Much like Cooley, Elias, and Sennett,
Kemper (1978) offers no definitions of emotions, assuming that they go without say.
Hochschild (1983) attempts to conceptualize various emotions in an appendix, but does not go
as far as to give concrete definitions of emotional states. Only in Retzinger (1991, 1995) can
conceptual and operational definitions of the emotions of shame and anger be found.

Lewis’s Discovery of Unacknowledged Shame

Helen Lewis’s (1971) book on shame involved an analysis of verbatim transcripts of
hundreds of psychotherapy sessions. She encountered shame because she used a systematic
method for identifying emotions, the Gottschalk—Gleser method (Gottschalk, 1995; Got-
tschalk & Gleser, 1969), which involves use of long lists of key words that are correlated with
specific emotions.

Lewis found that anger, fear, grief, and anxiety cues showed up from time to time in some
of the transcripts. She was surprised by the massive frequency of shame cues. Her most
relevant findings:

1. Prevalence: Lewis found a high frequency of shame markers in all the sessions, far
outranking markers of all other emotions combined.
2. Lack of awareness: Lewis noted that patient or therapist almost never referred to
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shame or its near cognates. Even the word “‘embarrassment” was seldom used. In
analyzing the context in which shame markers occurred, Lewis identified a specific
context: situations in which the patient seemed to feel distant from, rejected, crit-
icized, or exposed by the therapist.

However, the patients showed two different seemingly opposite responses in the
shame context. In one, the patient seemed to be suffering psychological pain but failed
to identify it as shame. Lewis called this form “overt, undifferentiated” shame. In a
second kind of response, the patient seemed not to be in pain, revealing an emotional
response only by rapid, obsessional speech on topics that seemed somewhat removed
from the dialogue. Lewis called this second response ‘“‘bypassed” shame.

3. Shame, anger, and conflict: In her transcripts, Lewis found many episodes of shame
that extended over Jong periods of time. Since emotions are commonly understood to
be brief signals (a few seconds) that alert us for action, the existence of long-lasting
emotions is something of a puzzle. Lewis’s solution to this puzzle may be of great
interest in the social sciences, since it provides an emotional basis for long-standing
hostility, withdrawal, or alienation.

She argued that her subjects often seemed to have emotional reactions to their
emotions, and that this loop may extend indefinitely. She called these reactions
“feeling traps.” The trap that arose most frequently in her data involved shame and
anger. A patient interprets an expression by the therapist as hostile, rejecting, or
critical, and responds with shame or embarrassment. However, the patient instan-
taneously masks the shame with anger, then is ashamed of being angry. Apparently
each emotion in the sequence is brief, but the loop can go on forever. This proposal
suggests a new source of protracted conflict and alienation, one hinted at in Simmel’s
treatment of conflict.

Although Lewis did not discuss other kinds of spirals, there is one that may be as
important as the shame—anger loop. If one is ashamed of being ashamed, it is possible
to enter into a shame—shame loop that leads to silence and withdrawal. Elias’s work on
modesty implies this kind of loop.

4. Shame and the social bond: Finally, Lewis interpreted her findings in explicitly social
terms. She proposed that shame arises when there is a threat to the social bond, as was
the case in all of the shame episodes she discovered in the transcripts. Every person,
she argued, fears social disconnection from others.

Lewis’s solution to the outside—inside problem parallels and advances the Darwin—
Mead—Cooley definition of the social context of shame. She proposed that shame is a bodily
and/or mental response to the threat of disconnection from the other. Shame, she argued, can
occur in response to threats to the bond from the other, but it also can occur in response to
actions in the “inner theater,” in the interior monologue in which we see ourselves from the
point of view of others. Her reasoning fits Cooley’s formulation of shame dynamics and also
Mead’s (1934) more general framework: the self is a social construction, a process constructed
from both external and internal social interaction, in role-playing and role-taking.

SHAME AS THE SOCIAL EMOTION

Drawing on the work of these pioneers, it is possible to take further steps toward de-
fining shame. By shame I mean a large family of emotions that includes many cognates and
variants, most notably embarrassment, humiliation, and related feelings such as shyness, that
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involve reactions to rejection or feelings of failure or inadequacy. What unites all these
cognates is that they involve the feeling of a threat to the social bond. That is, I use a
sociological definition of shame, rather than the more common psychological one (perception
of a discrepancy between ideal and actual self). If one postulates that shame is generated by a
threat to the bond, no matter how slight, then a wide rage of cognates and variants follow: not
only embarrassment, shyness, and modesty, but also feelings of rejection or failure and
heightened self-consciousness of any kind. Note that this definition usually subsumes the
psychological one, since most ideals are social, rather than individual.

If, as proposed here, shame is a result of threat to the bond, shame would be the most
social of the basic emotions. Fear is a signal of danger to the body, anger a signal of frustration,
and so on. The sources of fear and anger, unlike shame, are not uniquely social. Grief also has
a social origin, since it signals the loss of a bond. But bond loss is not a frequent event. Shame
on the other hand, following Goffman, since it involves even a slight threat to the bond, is per-
vasive in virtually all social interaction. As Goffman’s work suggests, all human beings are
extremely sensitive to the exact amount of deference they are accorded. Even slight discrepan-
cies generate shame or embarrassment. As Darwin (1872) noted, the discrepancy even can be
in the positive direction; too much deference can generate the embarrassment of heightened
self-consciousness.

Especially important for social control is a positive variant, a sense of shame. That is,
shame figures in most social interaction because members may feel shame only occasionally,
but they are constantly anticipating it, as Goffman implied. Goffman’s treatment points to
the slightness of threats to the bond that lead to anticipation of shame. For that reason, my use
of the term “shame” is much broader than its vernacular use. In common parlance, shame is an
intensely negative, crisis emotion closely connected with disgrace. But this is much too narrow
if we expect shame to be generated by even the slightest threat to the bond.

An obvious question arises from my description of the zigzag progress of shame studies
described above. What gives rise to the slipperiness of the concept of shame? Why did Elias,
Sennett, Goffman, and others make fundamental contributions to shame knowledge, yet fail
to explicitly name and define the emotion they studied as shame or ignore it in their later work?
Why did Mead and Dewey ignore the obvious importance of shame in Cooley? Why did
Brown and Levinson recognize the importance of Goffman’s concept of face as the avoidance
of embarrassment but fail to utilize it in their empirical studies? My description of the history
of shame studies by psychoanalysts suggests many similar questions, particularly Freud’s
early discovery of shame and his later disavowal.

My explanation derives from Elias’s idea of the advance of the shame threshold and
Lewis’s work on unacknowledged shame. Elias’s response to his data led him to an analysis of
the underlying process in our civilization that was too advanced for his audience. In Western
societies, as Elias pointed out, the threshold for shame has been decreasing for hundreds of
years but at the same time awareness of this emotion has been declining. As his own analysis
could have predicted, in our era the level of awareness of shame is so low that only those
trained to detect unacknowledged shame could understand the point that Elias was making.
Because Retzinger and I were guided by Lewis’s (1971) work, we were responsive to Elias’s
shame analysis. Within psychology and psychoanalysis, Lewis’s work is widely acclaimed but
seldom used.

The development of a concept of shame, which includes both analytical and operational
definitions of shame, is crucially important for the scientific study of shame. It would appear
that subjects’ testimony about shame states and indeed the presence or absence of any other
emotion may not be valid. Perhaps most emotional states are disavowed or exaggerated.
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Following Lewis it would appear that most shame states are not experienced in consciousness
but are either unconscious or misnamed [bypassed or overt, undifferentiated shame, in Lewis’s
(1971) terminology]. For this reason studies that rely on testimony of subjects rather than
analysis of their behavior and their discourse are apt to leave out most shame. It also is not
clear that subject’s reports of their own shame and that of others are accurate. Studies are
needed to test the validity of subjective reports of shame. In my view, such a test would mean
validating standardized shame measures against analysis of discourse.

To develop a comprehensive theory of social integration, to complement theories of
power, the sociology and psychology of emotions should follow up the leads offered by the
authors reviewed here. If we could agree on a method for studying shame that would be
reliable and valid, we might start by testing the key hypotheses on collective shame Elias
stated: shame is increasing in modern societies, but at the same time awareness of shame is
decreasing. Another hypothesis, following Sennett and Cobb, is that members of the working
and lower classes are shamed by their status. Even though shame is usually unacknowledged,
still cues to shame are much more visible than other markers of the state of the bond. A reliable
analysis of shame cues could lead to studies of alienation—solidarity in social interaction.

One direction that might take concerns the dynamics of racial, gender, ethnic, and class
relationships. In her chapter “Honor and Shame,” Howard (1995) proposes that women and
blacks are likely to be ashamed of themselves. She suggests that they are dishonored, that their
status is consistently derogated. To coordinate their actions in a white male-dominated society,
women and blacks must take the role of white males, which leads to seeing themselves as they
are seen. She supports this idea by pointing to the amount of “self-mutilation” that women and
blacks undergo in attempting to fit themselves into the male or white ideal. She argues that
women’s sustained attempts to be slender and have small waists and feet, to the point of self-
starvation, suggest shame in these women. Similarly, she proposes that hair straightening and
the high status of light skin among blacks has the same implication.

Howard’s analysis of shame and honor in race and gender relations is suggestive but is
only a first step. If her formulation is accurate, it would mean that there is an emotional—
relational structure that sustains the domination of white males, in addition to legal, political,
and economic causes. In order to test this idea, however, shame would need to be investigated
so that its presence or absence in women and blacks could be documented. Retzinger’s (1991)
theory of conflict and my application of it to collective conflict (Scheff, 1994) suggest that
protracted and intense hatred, resentment, and envy derive from unacknowledged shame.
Research on gender, race, ethnic, and class emotional tensions and alienation could be inspired
by this idea.

CONCLUSION

The classic sociologists believed that emotions and the social bond are crucially involved
in the structure and change of whole societies. The authors reviewed here suggest that shame
is the premier social emotion. Lynd’s work particularly suggests how acknowledgment of
shame can strengthen bonds and by implication lack of acknowledgment can create alienation.
This idea was developed by Lewis into a theory of shame and social bond, with both
conceptual and operational definitions. Lewis’s work further suggests how shame—anger loops
can create perpetual hostility and alienation. If shame and the bond are the key components of
social integration, then acknowledged shame would be the glue that holds relationships and
societies together and unacknowledged shame the force that drives them apart.
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CHAPTER 14

Action Theory

HANsS Joas AND JENS BECKERT

INTRODUCTION

The concept of “action” has played a prominent role in sociology ever since the institutional-
ization of the field as an academic discipline in the late 19th century. For example, Max
Weber’s (1968) best-known theoretical work, Economy and Society, opens with a set of
influential definitions regarding the conceptualization of action and its distinction from the
notion of behavior. Weber’s fourfold typology of action provides the foundational categories
for his approach to sociology. But Weber is by far not the only sociologist who developed his
theoretical conceptualizations from the notion of action. One generation after Weber, Talcott
Parsons synthesized the theoretical achievements of the “founding fathers” of sociology and
the utilitarian tradition in an action—theoretical framework that takes the “unit act™ as its basic
component. His masterpiece of 1937, The Structure of Social Action, still has to be seen as the
most important such attempt at theoretical synthesis in the middle of the 20th century. The unit
act, which stands at the core of the “voluntaristic” approach of Parsons’ sociology, gives
special emphasis to the role of ultimate values and normative orientations in actions and to
“effort” as a category for depicting the active involvement of actors. Other sociologists who
stand for the centrality of action theory in the discipline can easily be named. Among them are
George Herbert Mead and Alfred Schutz. More recently Jiirgen Habermas and Anthony
Giddens have based their approaches on theories of action that follow the sociological
tradition but make use also of theories of action that have been developed in other disciplines
like psychology and philosophy.

This already indicates that the centrality of the concept of action is by far not an exclusive
feature of sociology. Most importantly, the discipline of economics developed along a specific
model of action that stands in the utilitarian tradition and claims that actors’ decisions can be
understood from their motivation to optimize their utility. Disputes in economics address the
question whether the optimizing assumption is meant as an empirical description of action or
as a normative recommendation as to how actors should act. But it is uncontroversial that

Since the task of this chapter is the presentation of a specific action—theoretic approach developed much more
extensively in books and articles by the two authors, we rely in a few passages on earlier formulations of our position.
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economic processes should be analyzed on the basis of a particular notion of action. In
psychology the cognitive turn during the last decades has increasingly opened up the perspec-
tive of founding psychology on a theory of action instead of behavior. In philosophy there are
again separate traditions of theorizing about human action, e.g., in analytical philosophy,
pragmatism, and some versions of Marxism.

Despite the diversity of the concept of action in the social sciences and in philosophy the
debate on action in sociology tends to focus primarily on rational choice theory on the one
hand and normative theories of action on the other. Rational choice theories have gained
importance in sociology since the 1960s, a development that can be understood as a reaction to
the dominance of normative theories during the two preceding decades. This has not silenced,
however, normative theories and their critique of the rational actor model. But arguments
between the two sides have been exchanged so often now that further theoretical gains are
hardly to be expected from the continuation of this controversy. Instead, it would be more
fruitful to take advantage of the existing diversity of action theories in the other disciplines for
the development of new theoretical insights in sociology. This has been the approach, for
instance, of Anthony Giddens (1984) who incorporated findings from developmental psychol-
ogy and phenomenology into his structuration theory. Giddens emphasizes the role of cogni-
tive rules and routines but also the developmental preconditions of identity formation. How-
ever, the alternative that reaches even further beyond the routinized exchanges between
rationalist and normativist theories of action seems to us an action—theoretic conceptualization
that focuses on the notion of the creativity of human action. Such a theory can be based
primarily on the tradition of American pragmatism that originated in philosophy and psychol-
ogy but also has a significant sociological tradition. The central thesis of such an approach is
the claim that a third model of action can be added to the two predominant models of action—
rational and normatively oriented action—namely, a model that emphasizes the creative
character of human action. The intention of such a theory expands to the claim that this third
model overarches both of the others. It does not simply draw attention to an additional type of
action, relatively neglected to date, but rather asserts that there is a creative dimension to all
human action, a dimension that is only inadequately expressed in the models of rational and
normatively oriented action.

This proposition will structure our presentation of action theory in this chapter. After a
brief outline of the rational actor model and the normative model of action, we will discuss key
concepts of such a theory of the creativity of action as it has been developed more extensively
in a book of one of us before (Joas, 1996). Subsequently, we will summarize the main results of
the debate about Parsons’ action frame of reference and develop the agenda for the further
elaboration of a theory of the creativity of action. In the last part, we shall apply the outlined
theoretical concepts to the understanding of two economic action situations: cooperation and
innovation. Here, too, the argument is based on a more extensive elaboration (Beckert, 2002).
This will help to clarify the significance of the theory of creativity of action for the understand-
ing of action in one concrete social arena.

THE RATIONALITY OF ACTION
AND ITS TACIT ASSUMPTIONS

Within the social sciences the utilitarian rational actor model rose to prominence primar-
ily in economics where it achieved a paradigmatic status for the discipline. In its basic form it
assumes that actors enter a situation with preferences between different bundles of goods and
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choose the bundle that maximizes their utility. This choice takes place under constraints, most
importantly the limitation of goods that an actor owns and therefore can exchange. Sociology
has not been unaffected by this model of action. It entered Max Weber’s typology of action
under the name of “purposively rational action,”” though it took on some additional meaning in
Weber’s work as a whole, and has had an increased significance in sociology and political
science since the 1960s mainly under the heading of “rational choice theory.” The peak of this
development was undoubtedly the publication of James Coleman’s masterpiece Foundations
of Social Theory in 1990.

The increased significance of the rational actor model in sociology, however, cannot
distract from the fact that this understanding of action has been judged by many sociologists as
alien to sociological thinking proper. The competition between economics and sociology is
largely founded on radically opposed action theories. The most influential sociological alter-
native to rational actor theory has been the normative model of action. In it, action is not seen
as based on individual preferences but analyzed as being anchored in normative orientations
that contribute to the constitution of action goals and to the selection of means. Actors have a
shared normative orientation that allows them to coordinate their acts. For Durkheim, but also
for Parsons, the stability of social order was only possible because of such common normative
action orientations.

The clear-cut opposition of rational actor theory on the one hand and the normative theory
of action on the other easily leads to the failure of recognition of a common deficiency that
both theories share. Both theories proceed from a notion of rationality and place all action that
does not suit the model into a residual category of nonrational action. In economics rational
action is contrasted with irrational action which is defined as the deviation from the optimal
decision strategy. Vilfredo Pareto distinguished between logical action and nonlogical action,
reserving the latter category for all action that did not fit into the first category. Even Max
Weber’s more differentiated typology of action follows a logic of gradual abandonment. While
purposively rational action satisfies completely the conditions for rationality, the three other
types are defined by their deficiencies judged from the standard provided by the first type: in
value—rational action, consideration of the consequences of action is omitted; in affectual
action, consideration of values; and in traditional action, consideration even of ends. The ideal
remains an action that rationalizes ends, values, and consequences of action. This holds true
independently of the exact determination of the notion of rationality, but the same dilemma
can be found in normative theories of action. When we conceive of rationality as morally
reflective behavior, this type will be called rational by normatively oriented theories. In
opposition to theories that see utility maximization as the norm of rationality, such amoral
orientations toward one’s own interests are now put into the category of nonrationality.!

Defining action theory from a notion of rationality and contrasting the privileged concept
of rationality with residual categories of nonrationality dramatizes discussions in action theory
as a choice between different notions of rationality. Utilitarian and normative theories of action
thus find a common discursive ground. For the theoretical understanding of action, however,
the fixation on different concepts of rationality might omit more than it reveals. At the very
least, it leaves unquestioned those presuppositions on which the utilitarian and the normative
notion of rational action are based alike. Theories that proceed from a type of rational action

'Even Habermas (1984/1987), whose communicative notion of rationality certainly is the boldest and most promising

new approach in the field of a comprehensive understanding of rationality, develops his types of action out of his
types of rationality, and this leads to a rather poor version of action theory (see Joas, 1993, pp. 125-153). While we
feel quite close to Habermas’ theory of rationality, our views on action theory deviate sharply from Habermas’
approach.
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assume at least three things, whether they have a narrow or a comprehensive, a utilitarian or a
normativist understanding of rationality. First, they assume the actor as being able to act in a
purposeful manner. Second, they assume the actor as being able to control, to dominate, or to
instrumentalize his or her own body. Third, they assume the autonomy of the individual actor
toward his or her fellow actors and toward the environment.

While utilitarian and normative theories can admit that these presuppositions do not
always hold, this does not have any consequences for their theoretical understanding of action.
If an actor cannot clearly define the goals of his or her course of action, if bodily control is lost,
or if autonomy cannot be maintained, the chances for rational decisions decrease. But this
restricted empirical validity of the theory is attributed to a deficiency of the actor that can be ig-
nored for theory construction because it does not affect the notion of rationality. An illustration
of this can be found in the way rationalist theories react to the fact that human beings are not
rational actors from the beginning of their lives on, but have to learn over many years how to
act in order to enhance utility or to make moral judgments. Instead of incorporating these
genetic processes as informative for the theoretical understanding of action, they are vastly
ignored because they do not add anything to the predefined rational model of action.

‘We maintain that the fixation on the notion of rationality constitutes a crucial limitation of
both utilitarian and normative theories of action. While these theories can be fruitful analytical
tools if the tacit assumptions on which they are based are fulfilled, they remain partial theories
of action because they do not systematically integrate the theoretical consequences that derive
from the fact that in many instances the tacit assumptions are not fulfilled. By choosing the
path of a genetic reconstruction of the three tacit assumptions, within the idea of rational action
the central role that the creativity of action plays for the understanding of action and its
coordination has to be demonstrated. This can here be done, of course, only in a summary way.

Intentionality

The rational actor model is based on an analytical action frame that focuses on means and
ends as its central categories. It assumes that actors possess goals and apply means to achieve
these goals while they take constraints on their possible courses of action into account. In this
sense goals can be viewed as the causes of action. This teleological perspective on action not
only has been the basis for utilitarian theories but has been advocated by classical sociologists
such as Weber and Parsons as well. Sociological accounts within the teleological tradition
typically take norms and values into consideration as well but otherwise subscribe to the same
model of action.

Despite its dominant role in much of sociological theory the teleological model of action
has not remained unquestioned within sociology. In modern sociological theory the most
refined critique of it can be found in a book entitled The Notion of Purpose and the Rationality
of Systems written by German sociologist Niklas Luhmann (1968).2 On the basis of a critical
assessment of Weber’s theory of bureaucracy Luhmann rejects the idea that goals can provide
sufficient explanation for the selection of means. The reason for this is that the complexity of
social situations does not allow for the identification of the multiple causes and their interrela-
tions, which lead to an outcome. It would be impossible for actors to analyze a situation fully
enough to understand means—ends relationships accurately. Luhmann proposes instead to see

2Niklas Luhmann (1968), Zweckbegriff und Systemrationalitit. Unfortunately, this book has never been translated
into English. In American sociology it is not Luhmann’s pathbreaking book but the development of the new
institutionalism which caused a similar reorientation (see Powell & DiMaggio, 1991).
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goal-setting from a functionalist perspective as a means to reduce the complexity of the
situation. By setting a goal, the fluidity of human interaction is interrupted through ““system-
atizing the experiential and behavioral potentialities that manifest themselves in natural
experience and interpreting them in such a way that they become available for the purposes of
comparison and thus accessible to rationalization” (Luhmann, 1968, p. 29; our translation).
With regard to the model of ends and means, Luhmann sees it as fulfilling the selective
function of perceiving and evaluating the consequences of actions.

Luhmann’s critique of the means—ends scheme is usually read as an early step toward his
radically functionalist systems theory. In this reading the critique of the teleological model of
action provides reasons for leaving action theory altogether behind. Though this is undoubt-
edly a correct interpretation of Luhmann’s further theoretical development, the reading tends
to overlook at the same time that his critique of the teleological interpretation of action is based
on phenomenological concepts and especially on the pragmatist theory of action as developed
by John Dewey. Luhmann and Dewey drew radically different consequences for possible
theory development, but they did so based on a fairly similar critique of the teleological model
of action. In clear distinction from Luhmann, Dewey used the critique of the means—ends
scheme for a radical reformulation of action theory. This opens a path for maintaining action
theory in spite of the critique of its teleological version. This path is followed in the theory of
the creativity of action. ‘

Dewey’s alternative to the teleological understanding of action sets out from the point
that ends are not simply anticipations of future conditions that actors bring into being. In the
radically “presentistic’” metaphysics of pragmatism (Dewey, 1958 [1925]; Mead, 1932) goals
belong to the present. Only as such they can become part of the action situation. The central
notion Dewey introduces to express the role of goals for the organization of action is the
concept of “ends-in-view.” By this he refers to the fact that goals are not externally set but
emerge in the action process itself in a reciprocal interaction between means and goals. At the
beginning of an action process goals are frequently unspecific and only vaguely understood.
They become clearer once the actor has a better understanding of the possible means to
achieve the ends; even new goals will arise on the basis of newly available means. The more
concrete understanding of goals or their change makes in turn a new perspective on available
means possible. This reciprocal process between means and ends structures action. It anchors
the notion of goals firmly in the action process itself and argues against the external setting of
goals as advocated in teleological theories of action. This allows one to perceive perception
and cognition not as acts preceding action but as part of the action process that is inherently
connected to the situational context. Goal-setting does not take place as a cognitive act prior
to action but is based on prereflective aspirations that are operative in the action situation. The
aspirations are located in our bodies. The body’s capabilities, habits, and ways of relating to
the environment form the background to conscious goal-setting, i.e., to intentionality.

If this nonteleological understanding of intentionality provides the basis for a viable
theory of action, it radically changes our picture of perception, the regulation of action, the
setting of motives and plans, and the creation of goals. Perception now can be interpreted as an
action-related phenomenon. The world exists not simply as an external counterpart to our
internal self but is structured by our capacities for and experiences of action. It exists in the
form of possible actions. Our perception is directed toward the situational context of what we
perceive. Since the basic forms of our capacity for action lie in the intentional movement of
our body in connection with locomotion, object manipulation, and communication, our world
is initially structured according to these dimensions. In our perception we divide the world into
categories such as accessible and inaccessible, familiar and unfamiliar, controllable and
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uncontrollable, responsive and unresponsive. Only if these action-related expectations are not
met, the world transpires to be inaccessible and unfamiliar, uncontrollable or unresponsive for
us. In such a situation it becomes an external object. This is, however, an exceptional situation.
The typical relationship to the world is characterized by a familiarity that is anchored in our
capacity for action.

A second change of our understanding of action due to the introduction of the nonteleo-
logical concept of intentionality affects the account of the regulation of action. The fact that
every action takes place in a situation plays a role for the teleological theory of action only to
the extent that an actor has to take into account the contingent conditions of the situation.
These are the available means, the unalterable conditions, but also prevailing norms and
values. For the theory of creativity of action the significance of the situation is far greater:
Action is not only contingent on the structure of the situation but the situation is constitutive of
action. This means that the situation is not simply a neutral field that actors enter with preset
goals; instead, the situation itself exercises a regulative role for our responses in a specific
action context. The ability to act presupposes that the actor judges the kind of situation he or
she is in; thus, a judgment of the situation entails a judgment about the appropriateness of
possible responses. A very accurate term for the conceptualization of the relationship between
the actor and the situation has been introduced by Dietrich Bohler (1985), who speaks of a
“quasi-dialogical “ relationship. Quasi-dialogical means that actions can be understood as
responses to demands by the situation. This shall not imply any kind of behavioral determin-
ism of action. Actors do enter situations with goals, but, as the concept of ends-in-view
suggests, action plans get changed and reformulated as a result of the confrontation with the
situation.

This leads us to the third change in the understanding of action, namely, to the altered role
of motives and plans for action. According to the teleological model of action, motives appear
to be the cause of action and plans are seen as the anticipation of the course of action to reach
the goal that is only put into practice in the actual action process. From the perspective of the
theory of creativity of action, action can never be explained solely from the motives and the
plans of the actor. The reason for this is that though plans and motives may place us in
situations, they do not provide complete answers to the challenges actors confront in the
situation. If action is based on our prereflective, practical ways of relating to the situation, the
concrete course even of purely individual action can never fully be traced back to some
specific intentions. Moreover, even designing a plan or formulating motives must be seen as
products of prereflective aspirations and not as the factual causes of action.

This touches already on the fourth change in the understanding of action, namely, at the
image we have of the very act of setting and creating goals. According to the teleological view
actors design their goals independently from influences of the outside world. Talcott Parsons
(1937) has stressed this point in his critique of utilitarianism and answered it by referring to the
role of ultimate values for the socially coordinated setting of ends. As Harold Garfinkel (1984)
has argued, this, however, is not a satisfactory answer because norms and values could only
steer action if they would provide unequivocal answers on how to act in a situation. Garfinkel
has persuasively argued, based on his microsociological experiments on social coordination,
that this is not the case. An adequate theoretical understanding of values in human action has to
conceptualize instead the interaction between the values embodied in prereflective aspirations
and the situation where we establish which course of action accords with our values. This
concretization or specification of values is an exercise in the creativity of action. In contrast to
the teleological or the normative interpretation of action, goal-setting is understood as such a
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creative concretization of values. This refers again to a dialogical process between the actor
and the situation.

Corporeality

Although the expositions on the first tacit assumption of teleological action theories
would gain from further elaboration (but see Joas, 1996, pp. 148—167), we will now turn to the
instrumentality of the body as the second tacit assumption. In rational actor theory, but also in
Parsons’ early version of action theory, the body plays only a marginal role as the locus of
cognitive or evaluative mental processes. It is seen as a technical instrument for the processing
and expression of information, intentions, and calculations. Otherwise it is simply assumed
that the actor exercises an effective disciplinary control over his or her body. One can speak of
a sort of theoretical prudishness in much of action theory (Turner, 1984). The anthropologies of
Norbert Elias and Michel Foucault contributed to an analysis of the historical processes in
which bodily control became a dominant aspect of modern culture and identity (Honneth &
Joas, 1988). But it seems a fair criticism of these authors to say that they overgeneralize the
findings of their historical research and overlook contradicting developments in the civiliza-
tion process. A similar claim can be made with regard to action theories that ignore the
unstable balances of instrumental and noninstrumental relationships to our bodies.

The type of phenomena we have in mind when we speak of a noninstrumental relation-
ship to our body have been expressed in the theory of creativity of action (Joas, 1996, pp. 167—
184) in the notions of “passive intentionality” and “meaningful loss of intentionality.” They
refer to the possibility of loosening the discipline over the body either as an intentional act or
as a nonintentional response to a situation. An example for passive intentionality is the process
of falling asleep. To repeat the thought, ““I want to fall asleep now,” again and again, after not
having been able to fall asleep for several hours, is not only likely to create the opposite effect
but also can be seen as a demonstration of the limits of active intentionality. We can, however,
very well intentionally attempt to release control by accepting and sponsoring the prereflective
intentions of our body and thereby reach the intended result: falling asleep. Examples from
creative problem solving to sexuality can.easily be added. “Meaningful loss of intentionality”
is the term used for those forms of action in which we lose the ability to act rationally, because
the ambiguity of a situation or its emotional quality are so overwhelming that the actor loses
his distance to the situation and disciplinary control over his or her own actions. Laughing and
weeping are examples for the meaningful loss of intentionality.

While these remarks give reason for the necessity of an anthropological basis for the
theory of action, it also must be clarified how the role of the body shall be integrated into action
theory. The first point here is that the body becomes part of our intentionality via the develop-
ment of a ““body image.” This term refers to the way in which an actor experiences his or her
body subjectively. The actor has a consciousness about the morphological structure of the
body, its parts and its attitudes, its movements, and its boundaries. In the theory of creativity of
action it is maintained that the body image is the result of an intersubjective process. Based on
writings by Maurice Merleau-Ponty (1982) and George Herbert Mead, it is argued that the
instrumental relationship to one’s body presupposes the constitution of the ‘“‘permanent
object” and that the permanent object presupposes elementary abilities of role-taking (Joas,
1985). 1t implies that the formation of a body image is connected to the development of the
communicative abilities of the child. This goes beyond theories of the body image that
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emphasized neurological mechanisms, psychological representations, or as in the case of
Merleau-Ponty mostly tried to integrate the cognitive and the affectual dimensions of the body
image.

The theory of creativity of action maintains that the relationship between actors and their
bodies is shaped by the structures of interaction in which an actor develops. We can respond to
bodily signals sensitively but we also can treat our bodies like an instrument that we attempt to
subdue to our cognitive intentions. If the actor’s body is not immediately given, but only via a
body image, and if this body image is the result of an intersubjective process, then we find
sociality right in the core of human agency. The term used to describe this aspect is “primary
sociality,” which means that sociality in this sense is not the result of conscious interaction but
precedes the ability to act as an individual.

Sociality

This refers to the third tacit assumption of the rational action models. It is the least tacit of
the three assumptions insofar as critical voices on this point always have been quite frequent
and in a certain sense even constitutive for the discipline of sociology. For socialization
research the question of the social conditions for the genesis of the self, of autonomous
individuality, are crucial. Only the narrow versions of rational action simply presuppose the
autonomy of individual actors and ignore the problem of the constitution of their autonomy.
The normativist models are connected to a theory of the internalization of norms, and the
theory of communicative action itself aims at a notion of primary intersubjectivity. This point
will not be developed here in any detail (but see Joas, 1985, 1996, pp. 184-195). Only one
possible objection against the thesis of primary sociality shall be discussed briefly. The
objection is that sociality is only a genetic but not a structural precondition of human action. To
refute this objection one has to face the eruptive forms of sociality in which the boundaries of
the self are shattered. There are two main approaches to conceptualize the self-transcending
experiences or primary sociality in mature persons. One goes back to romantic speculations
about the possibility of a return to Dionysus and of the Dionysian as an evasion from the
cultural aporiae of the modern age. This found its most stimulating expression in Nietzsche
whose passionate interest in the self-enhancement of the creative personality sensitized him to
the tension between creativity and the exclusionary mechanisms of a self that depends on
closure and the maintenance of consistency. Nietzsche was willing to sacrifice identity for the
sake of creativity, or, to put it better, to consider creative self-enhancement as a liberation from
the coercion to be a determinate, that is, restricted individual. The other version allowed for an
integration of creativity and the formation of a consistent self and considered Dionysian
experiences as a form of the religious experience that collectivities need for their revitaliza-
tion. Within sociology, this found its classical form in Durkheim’s analysis of the elementary
forms of religious life. Durkheim’s analyses of collective effervescence and of the origins of
the sacred do not refer to the genesis of obligatory rules or norms, but to the genesis of values
and world constitutive ideals. The birth of the religious idea for Durkheim lies in the
experience of a loss of self-identity. For him the experience of self-transcendence is not a
primitive or irrational marginal phenomenon of sociality but the constitutive basis for any
affectual social attachment to other individuals, collectivities, or values. From this attachment
flow our deepest motives and the cohesion of our personalities. Hence, we have never reached
action ability once and forever, but can feel the permanent necessity to reconstruct our identity
faced with the unanticipated events of life.
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THE “ACTION FRAME OF REFERENCE”
AND ITS ELABORATION

This brief summary of an attempt to genetically reconstruct the three tacit dimensions in
both the rational and the normatively oriented approaches can answer only a few questions
arising in the context of a systematic elaboration of the alternative conception. While such a
full elaboration of the theory of creativity of action goes beyond the goals of this chapter, it is
at least possible to present some of the main tasks on this agenda. This can be achieved by
recalling the questions that arose in the long and rich debate about possible deficiencies of
Parsons’ action frame of reference (see Camic, 1989; Levine, 1980). For two related reasons,
Parsons’ (1937) The Structure of Social Action represents the appropriate reference point in
action theory for measuring the advances made by the presented theoretical conceptualization.
First, Parsons provided a definite critique of utilitarian theories of action and thereby achieved
a crucial advancement within action theory. Second, the action frame of reference represents
the most important systematic statement of action theory and as such has structured much of
the later sociological theorizing about action in the 20th century. This significance of Parsons
for the framing of later debates allows one to assess the achievements of the theory of
creativity of action from its capability to address the systematic problems that have been
identified in Parsons’ early theorizing and have provided starting points for alternative
conceptualizations in action theory. We do not have in mind here the intricate interpretive
questions with respect to Parsons’ interpretations of sociological classics or regarding the
omission of other figures from his attempt at theoretical synthesis. It is exclusively the
systematic aspect that is of importance for the further development of action theory.

The debate about the action frame of reference in Parsons’ theory, which contained the
actor, the situation of action, i.e., conditions and means, the goals of action, norms, and values,
produced at least six major unsolved problems for future theory construction: (1) What is the
appropriate place of the consequences of action? (2) How can the relationship between actors
be integrated into the action frame? (3) How can the cognitive dimension become part of the
action frame? (4) What are the limits of the means—end scheme for the analysis of action? (5)
How are norms and values being specified in order to serve as orientations in concrete action
situations? (6) How do norms emerge and values arise? This list of problems brings together
the most relevant elements in the critiques of authors like Niklas Luhmann, Alfred Schutz,
Stephen Warner, Harold Garfinkel, Anthony Giddens, and Alain Touraine. These authors quite
often went beyond mere criticism and developed their own solutions of the problems or weak
spots they had detected in Parsons’ theory.

1. The first-mentioned problem had even been addressed in the Parsonian camp itself. In
the much neglected chapter on Pareto in Parsons’ (1937) Structure of Social Action, Parsons
himself had important things to say about unintended consequences of action, but he did not
really integrate these insights into the action frame of reference at this point of his intellectual
development. This changed later on when Parsons and Robert Merton found in the role of
unintended consequences of action major support for their plea in favor of functionalism. The
epistemological critique of the logic of functionalist reasoning, however, led to a rediscovery
of this topic as the point of departure for nonfunctionalist social theories, e.g., in the work of
Anthony Giddens.

2. Parsons’ action frame contains only one singular actor. It has been argued that the
systematic reason for Parsons’ omission of Simmel lay in the difficulties he had with the
alternative assumption of taking social relationships as the point of departure. A similar point
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could be made regarding the only partial integration of George Herbert Mead’s achievements
and the neglect of symbolic interactionism in the Parsonian school. The followers of Simmel
and Mead and, in our days, Jiirgen Habermas with his emphasis on communicative action have
developed this point much farther.

3. The third question had already been raised in Alfred Schutz’s phenomenological
critique of Parsons with its emphasis on the subjective perspective of actors. Steven Warner
(1978) wrote an important article in which he claimed that paying the cognitive element its due
is one of the most pressing problems of action theory. In his last phase, Parsons seemed to take
this suggestion seriously and began to incorporate Jean Piaget’s cognitive psychology into his
own theoretical approach. But again, mostly authors outside the immediate Parsonian tradition
went further in this direction. On the basis of the phenomenological literature, Anthony
Giddens introduced the important distinction between recognized and unrecognized condi-
tions of action into the action frame of reference.

4. While Parsons stuck closely to the means—end scheme in his first major book and even
chose a pertinent quotation from Max Weber for the motto of this work, in his later writings he
came closer to integrating an expressivist model of action into his theory (Staubmann, 1995).
As has been demonstrated above, the critique of the means—end scheme is crucial both for
Luhmann’s radicalization of Parsons’ functionalism and for the pragmatist alternative.

5. The problem of how norms and values relate to concrete situations of action, whether
we can simply assume this relationship to be one of ‘“‘application” or whether we should rather
see it as a creative process of ever risky specification became the crucial dividing line between
Harold Garfinkel’s “ethnomethodology’ and Parsonianism in a narrower sense. Garfinkel
had, of course, been influenced by phenomenology; he also could have found inspiration in the
pragmatist writings. Ethnomethodology since the 1960s has produced an enormous amount of
empirical microsociological findings on these processes of specification; it is an important task
for action—theoretical work today to relate these findings back to the systematic elaboration of
the action frame of reference.

6. The only authors who early on posed the question of the genesis of values in the
context of debates about Parsons’ action frame of reference were Alain Touraine, writing
outside of the Parsonian school, and Shmuel Eisenstadt, arguing from within. In Touraine’s
case, the objection that Parsons could not explain the genesis of values was intimately bound
up with a version of the ethnomethodological critique, which is directed at the problem of the
situation-specific application of values. In his sociological research on industry Touraine had
gained the experience that decisions mostly cannot be interpreted as merely applications of
general principles to certain situations, but are rather the result of transactions between actors
with heterogeneous interests and divergent power potentials (Touraine, 1964). While Touraine
was initially in danger of regarding culture as a mere resource in power struggles, he
increasingly moved away from this viewpoint and understands culture as intrinsically diverse
and conflictual.

If we cannot put culture into a transcendental realm of values (or cognitions), we have to
understand how it is not only effective in action but also how it arises from actions and the
experiences they entail. Of all Parsons’ successors, Shmuel Eisenstadt has placed the most
emphasis on the problem of the genesis of values as a subject of research. His background in
Martin Buber’s philosophy of creativity provided him with the vantage point from which he
could perceive such shortcomings in Parsons’ work (Eisenstadt, 1995). This point is related to
the objections mostly raised by cultural anthropologists and historians: that in his work
Parsons does not ascertain ‘““values” through deep hermeneutic penetration into cultures, nor
does he represent them in terms of a “thick description” (Clifford Geertz) of their nature. For
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Parsons, ‘“values” are analytic constructs abstracted from a culture as a whole and then
designated as responsible for concrete actions. This objection has been taken up within the
Parsonian tradition by sociologists like Robert Bellah and Jeffrey Alexander. In our opinion,
the problem of the genesis of values had already been addressed very forcefully in the
pragmatist tradition, mostly in the writings on religion by William James and John Dewey.
They derived their solution of this problem from an analysis of the experience of self-
transcendence, which had also been so crucial for Durkheim’s sociology of religion.

The pragmatist theory of action sketched above in its present form already has taken a
number of the problems on this list into consideration. The pragmatist approach clearly goes
beyond the means—end scheme and integrates the cognitive dimension. It introduces creativity
into its analysis of the specification of norms and values. At least in its Meadian version, the
concept of “primary sociality” allows one to avoid a monological concept of action from the
outset. The interplay between intentions and the experience of unintended consequences of
action also is crucial for the pragmatist model. In a book on the “genesis of values” problem,
the pragmatist idea that values originate in experiences of self-transcendence has been
elaborated in greater detail (Joas, 2000a). But instead of providing more details about these
areas or going deeper into this agenda of the ongoing theoretical project to develop a theory of
the creativity of action (see also Camic, 1998; Straub, 1999; Touraine, 1999), we will now
illustrate the usefulness of such a pragmatist revision of action theory in a specific area of
social theorizing, an area moreover that is usually considered to be a sphere of rational action
so that rational action models may seem to be ideally suited for its analysis.

AN EMPIRICAL APPLICATION:
COOPERATION AND CREATIVITY
IN ECONOMIC ACTION

The paradigmatic status of rational actor theory in economics has made it the privileged
starting point for the investigation of economic phenomena. The sociological critique, which
has accompanied economic reasoning since the formation of sociology as an academic
discipline, chose mostly the path of developing normative countermodels to the assumption of
utility maximization. According to this reasoning, economic action cannot be understood as
the maximization of individual utility but reflects social norms and values. At the very least the
notion of utility maximization has to be understood not as a natural propensity but from its
social origin.

The almost ritualized opposition between utilitarian and normative theories of action in
understanding economic processes and structures makes it difficult for any alternative concep-
tualization of action to find recognition. That such an alternative is desirable becomes apparent
from the realization that teleological action theories are ill-suited to address crucial problems
that become relevant in economic decision-making contexts: Modern economic settings
usually are characterized by a high complexity of parameters that determine the causal
structure of the situation but cannot be grasped comprehensively through rational calculation.
This creates uncertainty for actors with regard to choosing the optimal strategy, a problem that
exists independently from the question of which goal to pursue. In complex situations the goal
of utility maximization cannot be translated into an optimizing strategy (Beckert, 1996, 2002).
The issue becomes even more difficult if goals can only be described vaguely, not for
normative but for logical reasons, as it is the case in innovative activities, which are concerned
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with the “‘not yet known.” The intentionality of actors cannot be guided by goals, i.e., the telos
of action cannot be its cause, if means—ends relationships cannot be recognized at the
beginning of the action process.

This takes up Luhmann’s critique of the rational actor theory, which has been presented at
the beginning of this chapter. The nonteleological theory of intentionality provides concepts
for understanding this crucial action problem in economic contexts because the notion of
intentionality it advocates is firmly rooted in the dynamic interplay between the goals actors
pursue and the evolving features of the situation. To give proof to the claim that the theory of
the creativity of action can be fruitfully applied to the understanding of core economic
processes, it is useful not to analyze economic action as such but to investigate the problems
actors confront in concrete settings. Two such settings, which have created large amounts of
research from the rational actor perspective, are cooperation and innovation.

Rational actor theory explains cooperation with reference to rational calculation. In game
theory actors choose the strategy that gives them the highest payoff, given their tolerance for
risk. This leads to the well-known paradox that under certain conditions cooperation will not
take place, though both actors would benefit from it. Responses to this paradox from within the
rational actor model refer either to iteration, i.e., that the relation between the players will
continue over many rounds of the game, or to the modification of external conditions. Threats
or gratification, the investment into the inducement of norms or the installation of control
mechanisms change the payoff matrix for players and give rational reasons to cooperate in
situations where actors would otherwise not cooperate. Normative critiques of these models
explain cooperation not based on utility maximizing but based on social norms that actors have
internalized and follow even if it would be in their individual interest not to do so. Though this
is a possible explanation for cooperation in situations where rational actor theory fails, it is
based on the problematic assumption that actors willingly transcend their individual interests
and that their partners will do so as well. Especially in the context of modern market
economies this assumption is quite heroic, since it is immediately confronted with the free-
rider problem.

But the rational actor model is likewise based on assumptions that are difficult to maintain
in real-world situations. Here, it is not the morality of actors but their calculative capabilities
that are systematically overestimated. To illustrate this point we turn to some of the calculative
demands that are presupposed by the theory. Computer models show that cooperation in
prisoner dilemma situations increases if the game is iterated. The rationale behind this is that
actors do not defect if they expect higher gains from future cooperation which they will forgo
if they cheat their partner now. To make a rational decision whether to cooperate or to defect,
however, depends on how many rounds the game will actually be played. There has to be at
least knowledge about the expectations that each player has with regard to the length of the
game. Otherwise, players follow strategies where they either cooperate too long or not long
enough for attaining optimal payoffs. Moreover, to play a strategy successfully depends on the
visibility of the moves the other players make. If the other players can hide their moves, a
rational reaction is impossible, as Robert Axelrod (1984, p. 100) has noted: “An individual
must not be able to get away with defecting without the other individuals being able to retaliate
effectively. The response requires that the defecting individual not be lost in a sea of
anonymous others.”

Hence, to make rational decisions is much more difficult than suggested by clear-cut
textbook models. While the mentioned problems can, at least in part, be overcome in labora-
tory experiments through simplification of the modeled situations and sheer computational
capacity, it is quite unlikely that an actor in a real situation will indeed understand all the
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parameters proper to make a rational decision. While the pragmatist approach to cooperation
maintains that actors may well have the intention to increase their welfare, it proceeds from the
concrete action situation and advocates a fundamentally different approach as to how actors
reach decisions. In a very condensed formulation it is the interpretation of the situation in acts
of role-taking that explains cooperation.

The situation consists of reciprocal expectations that actors hold with regard to their
mutual intentions, needs, motives, goals, and strategies. According to Mead’s concept of the
self, it is the ability of the actor to take the role of the other and to form expectations about his
attitudes (Mead, 1934; see also Joas, 1993, pp. 217-237, 2000b). Action can only be recip-
rocally oriented because of the ability of role-taking. To conceive of action as intersubjectively
constituted in role-taking offers an explanation for the anthropological presuppositions for
coordinated social acts. But it does in addition to this also shed light on the question of how a
person comes to believe that his cooperative move will not be exploited. This is the core
problem of prisoner dilemma type situations.

In the process of role-taking it is not the case that an individual consciousness contem-
plates monologically on the possible reactions of an external object world (be it material or
social) from which it is otherwise divorced. Instead, the dialogical processes through which
the actor makes the world intelligible are themselves socially shaped by the representation of
expectations from other actors. This is reflected in Mead’s notion of social control which states
that the reaction of an actor is guided by his reflection on the attitude of the group (Mead, 1964,
p. 290). In this perspective, goals but also strategies have their origin not in the isolated
individual consciousness but reflect the individual’s interpretation of expectations of the
group. These expectations form “constitutive expectancies” for actors that pattern a cognitive
and practical background for decisions. Constitutive expectancies are created and reinforced
in social action and supply a basis on which actors can increasingly generalize the expectation
of reciprocity of action. The “‘rules of the game” or the *““generalized other” refer to a common
basis in the situation that makes cooperation partly independent from intimate knowledge of
the person we cooperate with. The expectations are anchored in culturally or institutionally
rooted understandings but also in power asymmetries between actors. In fact, economic theory
itself can be seen as an important part of this social horizon, shaping expectations and actions
of actors in economic contexts (see Callon, 1998). The generalized expectations predispose the
decision on cooperation from a social horizon without assuming the elimination of contin-
gency inherent in the situation. It remains always possible for an actor to also disappoint
expectations. The freedom to choose a noncooperative strategy creates a fragility in coopera-
tive relations, which makes their implosion an ever-present possibility. Though the fluidity of
the situation is limited by the structuring impact of social rules, including legal regulations and
reputation, the maintenance of desirable constitutive expectations of other actors remains,
from a pragmatist perspective, a continuous task for actors for whose fulfillment they must rely
on participation and communication with actors who are relevant for the cooperative act.

In the realm of the economy this communicative reinforcement of cooperation can be
easily observed, for instance, in the extended marketing activities of firms. The cooperative
problem can be described as a principal agent situation in which the company (agent) holds
information about the product that is usually unavailable to the customer. To prevent the break-
down of the market the company has to convince potential customers that it does not take
advantage of the asymmetric distribution of information. Banks, for instance, communicate
especially the topic of trust to reassure their customers of the security of their investments
and prevent a meltdown through panic withdrawal of assets. Even product recalls, although
they are costly for companies, provide an opportunity to communicate the company’s concern
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for the safety of its customers. Communicative reinforcement of cooperative relationships
also takes place through performative self-portrayal “on stage” (Goffman). As Giddens (1991,
p. 85) has pointed out, expert systems signal trustworthiness through communicative per-
formances of their representatives at entrance points. Lawyers show confidence for winning
the case for their client in personal conversations as do flight attendants before takeoff through
the performance of ritualized routines. This anchors the willingness to cooperate firmly in the
communicative structure of the situation itself. While the pragmatist understanding of cooper-
ation allows one to explain cooperative moves in situations where rational actor theory would
expect defection, at the same time it makes the fragility of cooperation apparent. It rejects a
model of action that sees decisions on cooperation as a calculative contemplation or as the
application of internalized values. In an important theoretical contribution to economic
sociology Neil Fligstein (1997, pp. 33ff) has identified the ability to induce cooperation as
the crucial social skill of strategic actors and as an important prerequisite for the emergence of
stable social fields.

The significance of innovation for the economic growth of modern capitalist societies is
self-evident. For those not familiar with the history of economics it might be surprising that the
integration of endogenic change into economic theory has been one of the most puzzling
problems for economics in the 20th century. These problems can ultimately be traced to a
specific paradox of innovation: Optimal strategies for innovative activities could only be
devised if we would know at the outset what the innovation is. But if we know the innovation,
there is no need for innovation anymore. The two principal questions relating to innovation are
first the determination of optimal levels of investments for innovations and second the actual
understanding of processes of innovative activities. With regard to the latter question, which
will be discussed here, there are answers based on both variants of the teleological understand-
ing of action: the rational actor model and normative theories.

Conceptualizations that proceed from the background of the rational actor model see
innovative processes as starting with the setting of goals that provide a comparative standard
for the evaluation of different means, i.e., the suggested solutions to the problem. One crucial
methodological instrument is the phase-model, which portrays innovative processes as based
on a plan that is structured in several independent phases and guides the activities of the
innovator. There are, of course, more or less sophisticated phase models, but they all come
together in subscribing to a teleological interpretation of innovative processes, in which the
cognitively recognized end-stage directs the intentional activity of the designer.

Normative theories of innovation are not very widespread, but one attempt has been made
by Talcott Parsons and Neil Smelser (1956) in their book Economy and Society. According to
them the motivation to innovate is rooted in the personality system of actors that has been
socialized for an efficient use of resources. Innovative processes start out of a conflict between
the personality system and the integrative system of the economy, i.e., the organization of the
labor process. The conflict emerges if resources are used inefficiently and is resolved through
efficiency-increasing innovations.

The teleological understanding of innovation has been criticized on the basis of empirical
studies of actual design processes. The interpretation of innovation as an optimizing problem
would presuppose that the task of innovation could be articulated as a well-formed instrumen-
tal problem. This is not the case, however, because “design processes are inherently ill-
defined, and as such possess poorly specified initial conditions, allowable operations and
goals” (Eckersley, 1988, p. 87). As a consequence of this, ends can only stand in an
unspecified and unclear way at the beginning of an innovative process. Empirical studies
indicate even that ends are developed in the process of invention and become entirely clear
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only when the innovation process has been completed. As Donald Schon (1983, p. 68) has
argued: The designer “does not keep means and ends separate, but defines them interactively
as he frames the problematic situation. He does not separate thinking from doing, ratiocinating
his way to the decision which he must later convert to action.” This finding, which has been
confirmed in numerous empirical studies on technological innovations coincides with John
Dewey’s concept of “ends-in-view,” which was presented here in the context of a non-
teleological concept of intentionality. According to this concept ends are loosely defined
action plans that structure current action on the basis of the perception of the situation.

The correspondence between empirical design studies and the theory of creativity of
action becomes apparent also in the description of the research process itself. Donald Schon
(1983) summarized the formation and clarification of goals for innovation as a “dialogue”
between the designer and the situation in which at the beginning only vaguely understood
problems and solutions become clearer until a solution has been reached. This constitutive
situation relatedness of innovation finds